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T
HE RECENT FINANCIAL crisis and the subsequent 
difficulties encountered by many recent college 
graduates in finding satisfying jobs, particularly 
for those in the humanities, has led to many 
questioning the real value of a college education. 

In contrast, graduates in the STEM disciplines, 
namely, science, technology, engineering, and math have 
fared much better. Consequently, out of concern for the 
future career success of elementary and secondary school 
students, parents and educators have been encouraging 

them to think seriously about engineering.
Of course, one applauds the good intentions of these adults in attempting to 

guide our youth into these lucrative and societally critical careers. However, 
I’m sorry to say that the message our youth often hears is that training for 
these fields is very challenging and takes a lot of effort, but in the end, you’ll 
be rewarded with steady employment and financial security. One must really 
wonder how effective these “eat your spinach” exhortations will really be 
in motivating our young folks to persevere for the many years involved in 
becoming an engineer.

This editorial is based on a different premise, namely that the act of doing 
engineering can be an intrinsically rewarding and, indeed, an even joyful 
experience. As we practicing engineers know so well, engineering involves 
many different activities.  They include understanding, inventing, designing, 
calculating, making things, and problem solving, among others. Also, in our era, 
engineering is a very social activity. Most engineering challenges are complex 
and require the efforts of diverse teams. Communication and social skills are as 
important as the technical ones. This social aspect of the profession can further 
enhance the intrinsic enjoyment that comes with our profession. 

I would say that our biggest challenge in motivating the young to become 
the engineers of the future is how to give them an early taste of the joy of 
engineering. In our day, there are fewer examples of ordinary adults doing 
engineering simply by repairing their own cars and homes as in earlier times.  

Furthermore, the lives of many kids tend to be highly programmed, with most 
of their time devoted to school and other activities, leaving them little time (or 
parental permission) to freely explore their environment and improvise their 
own solutions as they encounter various challenges in their physical world.

What can we do about it? As engineers, we can create opportunities to share 
“roll up your sleeve” moments with young folks and to give them a feel for how 
to approach a technical problem, by defining a plan to solve it and patiently 
(we hope) seeing the project through to completion. This, in itself can be quite 
satisfying, but the real thrill occurs when, after struggling with a problem, an 
“ah ha” moment occurs and the way forward suddenly reveals itself.  

We can certainly do this within our families and even look to do so in our 
wider society by volunteering in our schools and youth organizations, such as 
the scouts. Thus we can introduce our young folks to the joy of engineering and 
help to create the engineers of the future one child at a time.

 Editorial 
Bruce Guenin, Acting Editor-in-Chief, June 2015

The Joy of Engineering
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COMPANY BRINGS LIQUID 
COOLING TECHNOLOGY TO 
SMARTPHONES

  4/27/15 - Fujitsu introduces a 1mm thick 
liquid cooling heat pipe for compact electronic 
devices such as smartphones and tablets.
     Consumers constantly feel their smart-
phones and tablets become hot after con-
tinuous use and Fujitsu believes its new heat 
pipe will solve this problem. The heat pipe can 
transfer more than five times the heat than 
current heat pipes in the industry.
     “The miniature heat pipe is a closed system 
comprising of an evaporator and a condenser. 
The evaporator will sit closer to a hot spot 
(CPU or GPU) and the condenser would be 
located at a relatively cooler section of the 
phone. Tiny pipes will connect the two to 
form a closed loop. The evaporator has six 
perforated sheets of copper, each about 
0.1mm thick. The heat from the hotspot causes 
the liquid to vaporise and the vapor line will 
carry these vapors to the condenser where 
the lower temperature causes the vapours to 
condense back to liquid state and release heat 
energy in the process. The liquid moves in the 
system through capillary action which makes 
the orientation of the smartphone irrelevant,” 
according to Fujitsu.
                               Source: Crazyengineers.com

COOLING SYSTEM FOR COMP.
PROCESSORS COULD SAVE 
CONSUMERS BILLIONS

  5/5/15 - A patented passive cooling sys-
tem for computer processors could save 
U.S. consumers more than 6.3 billion dollars 
in electricity costs per year. The system is 
currently being manufactured at the Univer-
sity of Alabama in Huntsville.
     The cooling system uses “convection 
to circulate 3M’s Fluorinert FC-72 liquid 
through channels in a computer’s proces-
sor and then into a heat sink that serves as 
an external radiator.” Fluorinert FC-72 is a 
colorless, odorless, nonflammable, chemi-
cally stable and biologically inert, dielectric 
liquid with a boiling point of 56oC.
     In the system’s convection cycle, heat 
from the processor vaporizes the FC-72 liq-
uid, which then moves into a heat exchanger. 
The heat is released into the environment 
and is condensed into a heavier liquid which 
is moved to a holding tank. From the holding 
tank, liquid then travels again to the proces-
sor and the entire process starts over.
     The system eliminates the need for fans 
and associated wiring. If adopted globally, 
the system could also save computer manu-
facturers more than $540 million dollars 
annually in manufacturing costs.
	  Source: Science Daily

NEW DATA CENTER DESIGN 
REDUCES SPACE; INCREASES 
COOLING PRODUCTIVITY

   3/24/15 - One company hopes to create an 
entirely new design for data centers for the 
industry. Vapor IO introduces a new “Data Cen-
ter Aisle” concept. This vapor chamber design 
encompasses a room filled with round black 
cylinders that are nine feet in diameter. Vapor 
IO claims this chamber design is cheaper to pro-
duce and operate than the traditional data center 
designs. This design also reduces the amount of 
space needed for cooling due to its shape.
   The concept was developed for edge data 
centers that are in or close to major population 
centers, storing data and content that needs to 
be delivered to users who live there.
    The vapor chamber is ideal for situations where 
physical space is limited - it’s designed to provide 
large capacity within a small footprint. A single 
chamber can accommodate up to 150 kW across 
six 42RU racks, according to Vapor IO. The 
chamber also offers rectifiers, PDUs, backup 
batteries, and fire detection and suppression.
	 Source: Data Center Knowledge
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OVERHEATING ISSUES STALL 
RELEASE OF SONY’S XPERIA Z4

  3/24/15 - The release of Sony’s Xperia Z4 has 
been delayed due to heat dissipation issues in 
the Snapdragon 810 processor in the device. The 
Snapdragon 810 chip reportedly has overheating 
issues and Sony is working to fix the problems.
     The Xperia Z4 is expected to be an extremely 
thin smartphone; thus the need for successful 
heat dissipation is important. The Xperia Z4 
tablet is also powered by the Snapdragon 810; 
however, there is more surface area for heat 

dissipation on this 10-
inch tablet than the 
small smartphone.
	 Source: Ubergizmo
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IMMERSION COOLING EMERGES 
AS NEW COOLING TECHNOLOGY

  3/9/15 - Immersion cooling, in which electron-
ics are submerged in liquid coolants, is gaining 
popularity in the cooling industry. Companies 
have become aware of the benefits of immer-
sion cooling in extreme environments, such as 
oil rigs or in the desert.  The U.S. military is also 
considering it to save energy in tropical camps.
    Liquid immersion cooling has proved more 
successful than other cooling methods, since 
air cooling and other methods still require fans 
or air conditioners. Immersion cooling also saves 
20% on costs, 40% on power and 60% on space.
    “Liquid cooling will grow at about 16 per cent 
per year through 2019. The military is expected 
to drive modular designs because it operates 
in remote locations and requires security and 
mobility,” according to TechNavio.
	 Source: University of Michigan 

NUTELLA USED AS UNUSUAL 
THERMAL PASTE

  2/20/15 - On February 5, 
which was World Nutella 
Day, Cool Master celebrat-
ed the hazelnut-chocolate 
spread by using Nutella as 
a thermal paste.
     The f irm heated the 
Nutella first and cleaned the 
CPU before applying the spread. Surprisingly, 
the Nutella kept the test processor running at 
a maximum of 50 degrees Celsius for a while. 
The firm urges not to try this at home, since 
Nutella would eventually dry out and damage 
the processor.
	  
	 Source: PCR Online

VIRUS USED TO SLOW DOWN 
WATER BOILING; IMPROVES 
COOLING OF ELECTRONICS

  4/14/15 - Matthew McCarthy, a scientist 
from Drexel University, has discovered the 
process of boiling water can be sped up with 
aid of a virus.
     McCarthy focused his research on the point 
of contact between the surface and the water. 
He noticed that when liquid boils, it creates 
an insulating vapor between the water and 
the boiling surface, which slows down the 
boiling process.
     In order to quickly distribute the vapor and 
to keep the boiling surface as wet as possible, 
McCarthy used a virus found on tobacco 
leaves, the Tobacco mosaic virus. This virus 
is surrounded by protein strands; when the 
boiling surface is coated with the virus, 
the protein strands, after coated in nickel, 
increase surface area expels vapor faster.
     McCarthy’s research will improve ef-
ficiency and safety of boiling water in many 
industries, including electronics cooling.  
	 Source: Electronics Weekly
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A Simple Method to Understand Trade-Offs
in Data Center Cooling

Dustin W. Demetriou, Ph.D.
IBM

Calculation Corner

GREEK SYMBOLS

ΔT Temperature rise
η Efficiency

λ Leakage air flow as a fraction of 
active cooling air

ρ Density

φ Hot air recirculation fraction

SUPERSCRIPTS

i Inlet
o Outlet

* Prescribed value

SUBSCRIPTS

c CRAC
f Fan

L Leakage

r Rack

t Total cooling requirement

ref Refrigeration

x Data center exhaust

ESTIMATING THE AIR FLOW IN A DATA CENTER
Referring to Figure 1, which shows a diagram of a simple 

model of an air-cooled data center, the cold air emanating 
from the CRAC (at temperature TC) is divided into an ac-
tive cooling portion ṁt and a leakage component λṁt, which 
bypasses the cold aisle and blends with the IT rack’s exhaust 
air. The leakage could represent air that escapes through 
cable cutouts or through gaps in the raised-floor. The IT 
rack consumes a given power Pr, which is a combination of 
the power required by the electronics and the power of the 
IT system’s cooling fans. The cooling air that enters the IT 

C
OOLING AND THERMAL management are critical 
to data center reliability. Many organizations 
see cooling as a differentiating factor in the 
lifecycle cost of their data center. Recent in-
dustry guidelines [1] for data center cooling 

have suggested energy savings in air-cooled data centers by 
increasing the temperature of the cooling air. This increase 
enables two trends: reduced refrigeration power at higher 
refrigeration system evaporator temperatures and an in-
creased number of hours available for using free-cooling. 
Free-cooling uses ambient air to provide cooling to the data 
center and reduce or eliminate the need for mechanical 
refrigeration. However, often overlooked is the significant 
power used in data centers for moving the cooling air. This 
article will use a simple thermodynamic and heat transfer 
analysis to highlight how trade-offs in Information Tech-
nology (IT) system power, computer room air conditioner 
(CRAC) fan power, and refrigeration power must be balanced 
to optimally operate the data center. Prior studies [2, 3, 4] 
have illustrated how simple models can be very effective at 
elucidating meaningful results. 

NOMENCLATURE

COP Coefficient of Performance
cp Specific heat
Kc CRAC pressure coefficient
ṁ Mass flow rate
Nc Number of CRAC units
P Power
T Temperature
TC CRAC supply temperature
Qc CRAC heat transfer
Vc CRAC air volume flow rate

•

•
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FIGURE 1 - Schematic of a Simple Model of an Air-Cooled Data Center.

rack is a combination of air supplied 
by the CRAC to the cold-aisle and a 
fraction φ of hot exhaust air that is 
recirculated back to the front on the 
IT equipment at the temperature of 
the CRAC return air Tx. 

A mass and energy balance at the 
inlet of the IT rack shows that the 
rack inlet temperature must satisfy,

(1)

The inlet air, after being heated by 
the electronics, exits the rack at a 
temperature, 

(2)

where, cp is the specific heat of the 
air. The rack’s exhaust air mixes 
with the leakage air to form the data 
center exhaust air. The data center 
exhaust temperature, which is both 
the recirculated air and the CRAC inlet air temperature, is 
given by an energy balance on the exhaust node as,

	 (3)

Equation 1 can be combined with Equation 3 to show that 
the data center’s exhaust temperature must also satisfy,

	 (4)

Lastly, an energy balance of the CRAC shows that the CRAC 
supply temperature must satisfy,

(5)

DATA CENTER COOLING POWER CONSUMPTION
The data center CRAC cooling power Pc is comprised of 

two components: a refrigeration component that is expect 
to be higher with lower CRAC supply temperature and an 
air moving component that is expected to vary with the air 
flow rate as,

	 (6)

where, Nc is the number of identical CRAC units in the data 
center, Kc is the CRAC pressure coefficient, ηf is the overall 
fan efficiency, assumed to be driven by variable speed motors, 
and Vc  is the total CRAC volume flow rate. The refrigeration 

•

power consumption can be computed from,
	
	 (7)

where, Qc is the CRAC’s cooling requirement and COP is 
the refrigeration system’s Coefficient of Performance. It 
can be obtained from an energy balance of the data center. 
Therefore, the total cooling can be computed as,  Pc = Pref + Pf.

OPTIMIZED COOLING FOR AN ENCLOSED AISLE DATA CENTER
As an example, let’s assume that the data center has 

implemented cold-aisle containment [2, 5]. Theoretically, 
in an enclosed aisle data center, the air provided through 
the perforated tiles must equal the air required by the racks 
(i.e.,  = 0.0). The above set of equations can be used to 
parametrically study the optimal operating condition, given 
values of λ, Kc, ηf ,the variations of rack power and rack flow 
rate, and the variation in CRAC COP. Table 1 provides the 
parameters used in the analysis.

The variation in rack flow rate and power is not straight-
forward and the design varies from manufacturer-to-
manufacturer. This example uses the relationships provided 
by ASHRAE [1], which have been reproduced in Figure 2, 
which shows that, as a function of inlet temperature, the 
required power and air flow rate can increase by 20% and 
250%, respectively, as the inlet temperature is increased 
from 15 to 35oC. The figures also highlight the variation in 
IT equipment design by expressing the relationships as a 
band, with high performance and highly utilized servers as 
the upper limit (ASHRAE HIGH) and lower utilized, lightly 
configured servers as the lower limit (ASHRAE LOW).  To 

•
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the trends in Figure 2 can be used to find the power and flow 
requirements at higher inlet temperatures. For the CRAC 
performance, we will use the simple relationship described 
in [6], which expresses the CRAC COP as a monotonically 
increasing function of the CRAC supply temperature. 

Pr* (kW) 1000.0
ΔTr* (oC) 15.0

λ 0.20

Kc (Pa/(m6/
s2))

20.0

Nc 12
ηf 0.65

ρ (kg/m3) 1.225

cp (kJ/kg-K) 1.012

Using Equations 1 – 7, the relationships in Figure 2 and 
the parameters defined in Table 1, the data center’s cooling 
power requirement can be computed as a function of rack 
inlet temperature. Figure 3 shows the cooling power as the 
rack inlet temperature is varied from 15 to 30oC. It shows 
that the optimum operating point (i.e., the point with lowest 
cooling power consumption) occurs around 23oC. The figure 
shows the trade-off that data center operators should con-
sider. Increasing the inlet temperature increases the amount 
of power and airflow required by the IT equipment and thus 
the amount of air that must be delivered by the CRACs. 

FIGURE 2 - a) ASHRAE Volume Server Power Increase with Inlet Temperature and b) ASHRAE Volume Server Flow Rate Increase with Inlet Temperature. 
Reproduced from [1].

use these figures, we will prescribe the rack power Pr* at 15oC 
and the server’s temperature rise ΔTr* at 15oC. The required 
rack flow rate at 15oC can then be computed from Equation 
2. With the IT equipment characteristics defined at 15oC, 

TABLE 1 - Parameters Used in Optimized Cooling Example Analysis 
for an Enclosed Aisle Data Center
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Even though the increased temperature enables 
a reduction in refrigeration power, this reduction 
is not sufficient to overcome the increased power 
requirement of the CRAC fans. Exclusive focus on 
reducing refrigeration power consumption with-
out regard to the power consumed in moving the 
cooling air would lead to sub-optimum, possibly 
misleading results.

Figure 3 highlighted the trend in cooling power 
for ASHRAE low power and lightly utilized IT 
equipment. Using the trends from ASHRAE in 
Figure 2, Figure 4 shows how the design of the 
server’s cooling algorithm, utilization and power 
consumption can impact the data center cooling 
optimization. High performance and/or highly uti-
lized servers exhibit a clear data center minimum 
power consumption point; whereas, lower utilized 
and/or lightly configured servers, which do not 
have as significant air flow requirements, exhibit 
their minimum data center power consumption 
point at higher inlet temperatures. Interestingly, 
for this class of servers, the reduction in power 
consumption beyond 24oC is relatively small, 
compared to the savings going from 15oC to 24oC. 
Since uptime and reliability are paramount to data 
center design, a designer may consider operating 
at a lower temperature, and sacrifice small energy 
savings, to provide more resiliency in the event of 
a cooling failure.  

CONCLUSIONS
This article showed how a simple thermodynamic 

and heat transfer model can be effective to 
understand the most efficient manner for cooling 
IT servers in a data center. It highlighted the trade-
off between refrigeration and air moving device 
power that data center operators need to consider 
in order to optimize their data center’s cooling 
system. Hopefully, the article described to the 
reader a methodology that can be considered at 
the early design stage of any thermal-fluid system 
to fully understand the problem at hand, before 
considering more detailed and time-consuming 
techniques. 
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FIGURE 3 - Predicted Data Center Cooling Power Consumption Breakdown based on 
Equations 1 – 7 and Table 1 Parameters.

FIGURE 4 - Predicted Volume Server Impact on Data Center Cooling Optimization based on 
Equations 1 – 7 and Table 1 Parameters.





12 Electronics COOLING  |  June 2015

Thermal Facts &  Fairy Tales

T
HE ANSWER TO the question stated in the title is: 
both!  It all depends on whether or not your situa-
tion is truly similar to the situation described in the 
book (physically congruent, fluid mechanically and 
thermally similar).  Very few heat transfer books 
provide detailed dimensions and flow conditions for 

the experimentally observed data they contain– more often they 
simply describe the overall situation briefly and idealistically.  In 
other words, it all depends if you believe in the axioms or postu-
lates that are, more often than not, hidden in the introductory 
chapters.  I found it enlightening to see the parallelism with some 
other Holy Books, and hence this column is about why people 
believe in books or trust gurus (I do not belong to this category 
of course).  It is all about the acceptance of axioms or assump-
tions. In mathematics, an axiom is any mathematical statement 
that serves as a starting point from which other statements are 
logically derived.  In common language, an axiom is a premise so 
evident as to be accepted as true without controversy. However, 
progress in science has learned otherwise. It is not correct to say 
that axioms are propositions that are regarded as true without 
proof. Rather, it is better to look at axioms as a set of constraints. 
If any given system (or book) satisfies these constraints, then one 
is in a position to instantly know a great deal of extra information 
about this system (or book). Applied to heat transfer this means 
that if and only if the physical situation conforms to the assump-
tions does the experimenter have the right to assume that the 
predicted results will be obtained.  That means much more than 
simply matching Nusselt (Nu) and Reynolds (Re) numbers.  Spe-
cifically, all analytical (and numerical) studies assume uniform 
flow velocity with a specified turbulence (often zero), uniform 
temperature and the origins of the velocity boundary layer and 
the thermal boundary layer on the surface. 

Let me quote from my column of April 2010 [1]: “Having read 
myriads of papers/articles/books/reports on thermal manage-
ment I feel there is a lot of misunderstanding about what really 
should drive a sound approach of how to tackle the thermal 
problems that land on the desk of thermal designers.” The 
problem in a nutshell is that the handbooks are inherently based 
upon a set of constraints that are not satisfied in real-life.  Even 
more important, this set is rarely described. When you believe 
in the following axioms, then the Holy Books of Heat Transfer 
are consistent and comprise a wealth of information, very useful 
for a basic understanding of the physics. 

Clemens J.M. Lasance  
Guest Editor

The Holy Books of Heat Transfer: Facts or Fairy Tales?

• �Uniform boundary conditions, either constant tempera-
ture or flux

• �Uniform approach flow with a degree of turbulence as 
close as possible to zero (that’s why research type wind 
tunnels are huge). 

• �(Very) simple geometries: smooth, flat and thin plates, 
parallel plate channels, pipes

• �Single source, especially for natural convection
• Constant properties
• �Fan dynamics based on air flow chamber testing
• �Extended surfaces based on Murray-Gardner assumptions
• �‘Complex shapes’ means there exists an analytical solution
• �Heat spreading limited to one-layer, one-sided heat transfer
• Radiation diffuse and grey

For many fields of heat transfer, such as turbulence, boil-
ing, heat exchangers, channel flow, etc., these axioms form a 
sound base. Not so for thermal management of electronics. 
When your situation is consistent with all of the assumptions 
described above (geometric, fluid mechanic and thermal), then 
the presented results can be immediately useful. Otherwise, 
they must be taken only as “data taken along an idealized 
path” through the real world that you are working in. It is then 
up to you to decide how much to raise or lower the provided 
values of h.

Figure 1 - Nu-Gr correlation for horizontal cylinders [6].

“There must be an ideal world
A sort of mathematicians’ paradise
Where everything happens
As it does in textbooks.”

- Bertrand Russell
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There is another aspect of heat transfer theory that deserves 
attention, with their own axioms, and this is correlation theory 
that tends to pollute every heat transfer book or paper.  A long 
time ago I coined the term ‘Correligion’, because that is exactly 
how it feels to someone like me who is not trained as a me-
chanical engineer but as a physicist: a religion, based on axioms 
that are subject to serious doubt in practice. Quoting Dr. Bob 
Moffat: “Years of poorly controlled and inadequately described 
experiments have filled the literature with data that appear to 
be ‘comparable’ but are not. It is the result of standard practice: 
all data ‘must’ be made dimensionless and collapsed on log-log 
paper. The average user seems to accept the fact that there will be 
always ± 20-50% scatter in heat transfer data.Reynolds number 
scaling is much more subtle than many heat transfer researchers 
think.” Why this scatter you may wonder that would be unac-
ceptable in other fields of science? Because it seems forgotten 
that correlations only make sense when they obey the following 
three axioms:

• Congruency 
• Similarity
• The boundary layer approximation

Ref [2] shows that in most practical cases especially the lack 
of congruency causes the problems. The axiom of congruency 
implies that all dimensions, velocities, times and forces should 
scale. Dr. Moffat and his students have published some interest-
ing results, for example that the accuracy of your correlation 
increases significantly when you scale also your wind tunnel.  
The consequence in practice? Suppose you want to study flow 
between two plates with a variable space. When you change this 
dimension, formally you should also scale the plate thickness, 
the plate area and your wind tunnel! 

In ref [3], I point to another phenomenon that puzzled me for 
a long time: the fact that Nu (and hence the heat transfer coef-
ficient) is constant for fully-developed channel flow, independent 
of the velocity. As a physicist, this does not make sense to me. I 
showed that if you rewrite the local h in an adiabatic form, the 
results do make sense.

Another flaw, I would not call it an error, is the curious fact that 
by using dimensionless equations there is a danger of imposing 
a slope, caused by confounding of those parameters that are 
common to both sides of the equation by making the equation 
dimensionless, first discussed by Wilkie [4].  I discussed this flaw 
extensively in refs.[2] and [5], but I would like to repeat here an 
interesting interpretation of one of the famous and often cited 
graphs in one of the earliest Holy Heat Transfer Books [6], which 
is reproduced in fig. 1. Especially when a large data set is being 
used, for example when one of the common variables has been 
varied over a wide range, an imposed slope becomes clearly vis-
ible. In fig. 1, we see a correlation for natural convection from 
horizontal cylinders spanning more than 13 decades in Grashof 
(Gr) number. Note that the upper-half slope, which represents 
turbulence, is 1/3, which is exactly the exponent for the imposed 
slope. The conclusion that turbulent heat transfer scales with 
the same slope is not warranted at all. The point is that you get, 
by definition, the 1/3 slope if you randomly vary the heat transfer 
coefficient and put the results on double-log paper.  Hence, is it 

a fact or a fairy tale that the turbulent heat transfer coefficient 
scales with the velocity to the power 1/3? You may not conclude 
this from the graph alone. What one should do, is to plot con-
vective heat transfer coefficient (h) versus velocity (v), with the 
diameter as the parameter.

I quote here only one Holy Book. I could quote many others, 
but it suffices to say that I have read them all, including many 
that are specifically devoted to thermal management of electron-
ics. None of them devote a chapter or even a paragraph to the 
problems designers are facing who have to deal with the complex 
geometries and the non-uniform boundary conditions, and the 
consequences thereof for applying the plethora of equations 
derived for simple geometries.

Disclaimer: I am not discussing the tremendous value of these 
books for other fields of heat transfer!

I challenge all readers to show me and the other readers that 
I am wrong. This, I hope, would start at last a discussion on a 
very important topic in electronics cooling: the huge gap what is 
required in real-life and what is found in holy books: “What did 
you learn in school today, dear little boy of mine?”  “About little 
boxes made of ticky tacky, little boxes all the same.”

Note: the original version continued here with a discussion on 
how perfectly rational the arguments of believers in the real Holy 
Books are, provided the postulates are taken for granted. It contin-
ues with an overview of modern fiction-based religions such as the 
Tolkien Religion. This later discussion is not included here since 
it is considered to not fit within the framework of this magazine. 
The complete version may be obtained by contacting the author 
at lasance@onsnet.nu.

ACKNOWLEDGMENT
Many thanks to Dr. Bob Moffat who commented upon an 

early version. I gratefully used his valuable critic. Here is his rec-
ommendation when you still would like to use that impressive 
correlation, despite all the foregoing:

Be sure you know the following six things about the situation 
it describes:

      • �The Velocity Field (Reynolds number)
• �The Fluid Properties (Prandtl number)
• �The Shape of the Test Rig and the Specimens
• �The Temperature Boundary Conditions 
• �The Temperature Initial Condition 
• �The Reference Temperature
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Technical Brief

An All-Silicon Field Programmable Thermal Emulator
for Integrated Circuits

Wen Yueh, Khondker Z. Ahmed, and Saibal Mukhopadhyay,
School of ECE, Georgia Institute of Technology

 INTRODUCTION

T
HERMAL TEST CHIPS with integrated thin-film heaters via post-processing 
are often used as the test structure to evaluate thermal integrity of the 
packages and cooling solutions [1]. In advanced silicon technologies 
(sub-45nm nodes), the chip’s thermal design point (TDP) is often a 
determining factor for the performance and energy-efficiency in multi-

core microprocessors [2]. However, time-varying workloads in processors can lead 
to time-varying temperature, and impact the integrated circuit (IC’s) performance 
and power. Therefore, it is crucial for the future test vehicles to characterize the 
interactions among application dependent power patterns, chip/package’s thermal 
properties, cooling technologies, and circuit functionalities. The thermal test-
chip should be designed and fabricated in the standard silicon process and may 
be embedded in the packaging and cooling technology candidates. The chip’s 
programmability to emulate the time-varying power patterns of real applications is 
required for on-chip characterization of spatiotemporal temperature variations and 
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its impact on the circuit’s performance, 
power, and reliability; instead of only 
ensuring thermal integrity at the peak 
power density. An all-silicon structure 
with on-line programmable power 
and on-chip characterization sensors 
integrates well with the IC design 
flow, and is a preferable solution for 
holistic power, temperature, and circuit 
analysis. This article introduces a 
thermal test structure, referred to as the 
field programmable thermal emulator 
(FPTE), to achieve this goal.

FIELD PROGRAMMABLE THERMAL 
EMULATOR

Parallel to the field programmable 
gate array (FPGA) in functional 
emulation, FPTE emulates the thermal 
field using programmable on-die CMOS 
based heater array and on-die sensors 
for temperature and circuit properties. 
On die programmable heaters are 
control led w ith the integrated 
registers, to emulate time-varying 
power patterns and generate time-
varying temperature pattern. Multiple 
digitally programmable FPTE cores are 
integrated on-chip to characterize the 
thermal effects in multi-core processing 
including core-to-core thermal coupling. 
The FPTE cores are augmented with the 
analog temperature sensors to record 
the temperature patterns and digital 
circuits to characterize the changes 
in the electrical characteristics. The 
conceptual diagram in Figure 1 shows 
an FPTE chip integrated in a board. An 
on-board microcontroller can be used 
to drive test applications and record 
the sensor outputs for automated 
measurement and characterization. The 
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Figure 1 - A conceptual diagram of a field programmable thermal emulator (FPTE) integrated in an instrumentation board for thermal characterization.

cartoon highlights an on-line field programmable thermal 
characterization framework on board. 

 
AN EXAMPLE FPTE TEST-CHIP 
A simplified FPTE test-chip to demonstrate the design concept 
is presented in Figure 2 [3]. The die photo of the designed 
test chip shows five digitally controllable heaters, five digital 
sensors, and serial-to-parallel-interface (SPI) registers. The on-
chip SPI programs heater registers for heating and records data 
from the sensor registers [3]. The FPTE hotspots at the corners 
are 600 μm apart horizontally and 750 μm apart vertically. An 
additional hotspot is placed at the center of the chip. The core 
of the FPTE block is the programmable CMOS heater that is 
made of n-well resistor to generate heat within the silicon at 
the junction. An NMOS transistor with binary (‘high’ and 
‘low’) states controls the current through the resistor. The 
resistor bank is arranged in groups of resistors with maximum 
equivalent resistance as 250 ohm. Each resistor bank is form by 
4 x 4 sub-bank tiles. Each tiles are 60 μm x 50 μm in size and 
shares the control signal to improve intra-bank uniformity in 
generated heat. Each resistor bank is designed to generate 16 
current levels with maximum 165 mA at 3.3 V, resulting in 
the maximum instantaneous heater power of 544.5 mW at the 
granularity of 34 mW. The total area of the heater hotspot is 
250 μm x 150 μm i.e. 0.0375 mm2.  Each FPTE cell dissipates 
~9 uW of standby power. The maximum power of each bank 
may be controlled using an external voltage source or on-chip 
voltage regulators. The internal registers can then tune the 
individual heater output at a fine-grain level. The latch based 
registers for heaters and sensors have a footprint of 250μm x 
150μm. The fill-factor for a single FPTE is designed to be 50% 
and the density may further improve if SRAM is used for the 
register cells. The heater drivers are designed to sink the full 
swing current with rise/fall time at ~20 ns.

The conventional bipolar junction transistor (BJT) based 
analog temperature sensors are included in the design. The 

outputs of the analog sensors are quantized using external 
analog-to-digital converters (ADCs). To characterize the 
interaction between delay and temperature patterns, digital 
ring oscillators (performance sensors) are integrated within 
the FPTE blocks. The delay based sensors store temperature 
history in 8 bit word and the first-in-first-out (FIFO) buffer 
holds up to 16 entries in the register.

MEASUREMENT RESULTS
The test chip was designed and fabricated in 130 nm 

CMOS process. Figure 3a shows the measurement setup to 
verify the operation of the FPTE. A program stored on the 
microcontroller controlled the heaters and obtained the 
sensor readings. The automated measurement demonstrates 
the feasibility of a high-speed test and characterization using 
the platform. Figure 3b shows the experimental result where 
a time-varying arbitrary power pattern is generated in the 
chip and recording from the delay based digital temperature 
sensors. The test case demonstrated programmable time-
varying power pattern in the heaters. The FPTE sensors 
identified the coupled time-varying temperature. The 
measured reading from the delay sensors showed that due 
to the power-thermal-performance correlation, the power 
dissipation in the chip modulates a circuit’s performance. The 
arbitrary power profile may be driven by realistic power trace 
from measurements of current processor or from architecture 
simulators for predictive architectures. The measurements 
can be repeated for different packaging conditions as well as 
using different external cooling technologies to understand 
their transient properties.

APPLICATIONS
The FPTE uses on-chip digital heaters and sensors to emu-

late time-varying power patterns on-chip, generate the cor-
responding spatiotemporally varying temperature pattern, and 
characterize the resulting variations in circuit properties. The 
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application domains of FPTE include a thermal test-vehicle as 
well as an on-line thermal test-structure. 

As a thermal test-vehicle, FPTE has the advantage over exist-
ing thin-film heater based approaches due to its compatibility 
with standard CMOS process, ability to generate controllable 
and time-varying power patterns, and directly characterize 
the effect of temperature patterns on device characteristics. 
Application of FPTE as a test-vehicle to evaluate advanced 
microfluidic cooling has been presented by Wan et. al. [4]. In 
the experiment, the silicon interposer with etched micro pin-
fins was attached directly with the FPTE die. The FPTE was 
used to directly characterize the effect of fluidic cooling on 
the circuit properties, for example, the trade-off between flow 
rate (cooling power) and the potential leakage power saving. 

As an on-chip test structure, an FPTE blocks may be em-
bedded within a microprocessor core with minimal overhead, 
because its low standby power and small area. A built-in self-
test routine may apply test power patterns to validate/ensure 
thermal fidelity of a specific packaged IC considering process 
variations as well as the time-dependent degradation in the 

thermal properties [5]. The thermal characteristics of pack-
aged chips may be extracted in the form of frequency domain 
thermal filters as presented by Kung et. al. [6]. The extracted 
filter was used to accurately predict transient temperature 
pattern for spatiotemporally varying power patterns. The filter 
also estimate power pattern from measured temperature ac-
curately, which implies FPTE can facilitate on-line real-time 
temperature/power prediction in an IC. 

PLANS FOR FUTURE DEVELOPMENT
The FPTE test-chip presented in Figure 2 can be extended 

to enrich the characterization framework. The increasing the 
density of the heater cells will help emulate higher hotspot den-
sity. Currently, the design is capable of programing arbitrary 
power pattern over time; a potential extension is to improve 
the spatial controllability to generate arbitrary power pattern 
in space to enable true spatiotemporal controllability. The pre-
sented design depends on externally available power pattern to 
emulate a workload. In future, it will be important to consider 
built-in ‘power pattern generators’ that consists of fundamental 

Figure 2 - . An example implementation of an FPTE design and corresponding test-chip in 130nm CMOS [3]. 

Figure 3 - A snapshot of the measurement environment and sample results.
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logic and memory blocks with controllable activity patterns. 
Finally, it will be interesting to pursue embedding of FPTE as 
an Intellectual Property (IP) block within a processor design.

CONCLUSIONS
In integrated circuits, especially in high performance mi-

croprocessors, the run-time thermal management is critical to 
ensure performance, power, and reliability of the IC. A CMOS 
based design is effective to emulate thermal effects of any 
time-varying power patterns utilizing standard digital I/Os. 
The CMOS-only test vehicles, such as the FPTE, reduce test 
cost, improve testability, and extend observability. The FPTE 
structure presented in this article is an important step towards 
this direction and opens opportunities for future studies.
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 INTRODUCTION

I
M P R O V E M E N T S I N  E N E R G Y 
efficiency and performance of data 
centers are possible when liquid is 
supplied to the racks [1]. A solution 
which has become popular for dense 

racks is the rear-door water-cooled heat 
exchangers (RDHx) [2]. Moving liquid to 
the rack reduces the travelling distance 
of conditioned air, however RDHx 
solutions rely on air-cooled design 
datacom components and is classified 
as indirect liquid cooling (ILC).
	 There are a growing number of 
suppliers that provide liquid cooled 
solutions, where the liquid directly 
cools the datacom equipment, classified 
as direct liquid cooling (DLC) [3]. A 
subset of these does not require any 
form of supplementary cooling via air 
and are classified as total liquid cooling 
(TLC), which rely on the use of non-
conducting (dielectric) liquids that 
are either pumped [4], rely on phase 
change [5] or make use of natural liquid 
convection [6].

METHOD OF COMPARING ILC AND TLC
	 The configuration and experimental 
data for the comparison of the two 
cooling approaches is acquired from two 
operational systems and the collected 
data is applied to construct two design 
systems for comparison of ILC and 
TLC, where the IT is exactly the same. 
A single 2U rack chassis node with a 
single motherboard, converted from 
one of the fully immersed liquid-cooled 
systems was employed for comparison 
of the two cooling methodologies. The 
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Figure 1 - (a) Rack with integrated TLC modules with (1) TLC modules, (2) rack, 
and (3) radiators [7]; (b) part of the data center HPC system showing the fan-
assisted rear door liquid-loop heat exchangers.

only physical difference between the 2 systems is in the rack 
level cooling methods, that being ILC and TLC.
	 The enclosed, immersed, TLC system was deployed in a 
laboratory environment as shown in Figure 1(a), where the 
TLC modules (1), rack (2) and radiators heated by return 
water from the TLC modules (3) are indicated. Datacom 
performance, PDU power measurements and temperatures 
obtained from this system are used for the analysis of the 
rack level performance and power consumption. The cooling 
configuration of the ILC High Performance Computing 
(HPC) system (see Figure 1(b)) uses fan-assisted rear door 
liquid-loop heat exchangers connected to 500kW of external 
chillers, which has provided power and cooling data for the 
comparison. 
	 The IT, rack and data center power and thermal data 
acquired from both real systems is used to construct the 
design systems with identical IT hardware, but comparing 
the performance of the two different cooling strategies. The 
same server level motherboard and CPU arrangement (namely 
SuperMicro X9D with Intel dual 2670 Xeons) and the Airedale 
Ultima Compact FreeCool chillers for the final heat removal 

step are included to complete the total energy calculation. 
Power consumption measurements were performed with (i) 
the rack of TLC modules, and (ii) a single node of the total 
liquid-cooled system was removed from its enclosure and run 
in a single air-cooled rack configuration to conduct the same 
power consumption measurements, but cooled by air and 
fans rather than the dielectric liquid. The results from these 2 
tests provide the basic thermal and power consumption data 
to build up the design based total liquid-cooled and indirect 
liquid-cooled data centers.
 
DETERMINE RACK LEVEL TEMPERATURES AND DATA CENTER 
RESIDUAL HEAT.
	 Constructing a data center design based on TLC 
requires experimental data on the supply and return water 
temperatures to the racks and the residual heat emitted to 
the data center. In [9] calculations for the small TLC system 
in Figure 1(a) demonstrated that for a consumption of 2128W, 
1367W of thermal power would enter the surroundings from 
the rack at a supply and return water temperature of 32oC and 
38oC respectively. Baying racks together would reduce the 
exposed rack surface area so the thermal losses are expected 
to be smaller than the value obtained from the experimental 
system, but for a fully loaded 48 server rack it is assumed that 
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Figure 2 - Schematics showing ILC (left) and TLC (right) system levels of the data center.

Type Load Number ILC TLC

Server/
IT Level

Motherboard 305W* 672 205kW 205kW

Cooling Fans 23.4W 672 15.7kW N/A

Storage 0.85W 672 0.57kW 0.57kW

PSU Fan 15.8W 168 2.65kW N/A

PSU Loss 7% Loss 168 15.7kW 14.4kW

*Under maximum performance and maximum load Performance 223TFLOPS 223TFLOPS

Total Load 240kW 220kW

GFLOPS/W 930 1014

Rack
Level

Cabinet Fan 161W 14 2.25kW N/A

Pump 45W 14 N/A 0.63kW

Telco 33.4W 28 0.94kW 0.94kW

PDU 3.5% Loss 28 8.38kW 7.7kW

Component 11.6kW 9.3kW

Total Load 252kW 229kW

Data
Center
Level

UPS 4% Loss 2 10.0kW 9.2kW

Chiller
EER=3.03 Chiller On 2 82.9kW N/A

EER=19.3 Chiller Off 2 N/A 11.9kW

Ventilation 880W 10 8.8kW 8.8kW

Component 102kW 29.9kW

Total Load 354kW 259kW

pPUE 1.48 1.18

MFLOPS/W 630 861

Total Cooling 112kW 21.3kW

Power Saving 95kW

Table 1 - Overall power data of an ILC based data centre compared to one with TLC server technology. 
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less than 10% of thermal energy will 
be lost to the data center, which is 
based on the fact that the system 
power consumption will increase but 
the surface area for heat loss remains 
constant. 
	 For the ILC system, temperatures 
and residual heat can be obtained 
from a single air-cooled computer 
node. An experiment was set up 
to monitor the inlet and outlet 
temperatures, together with the 
air f low rate to obtain typical 
temperature increases over the inlet 
temperature for the main server 
components. To capture a realistic 
outf low temperature, the outlet 
air was funnelled into an insulated duct with an exhaust 
diameter of 75mm and a length of 400mm. This was found 
sufficient to characterize the outlet temperature from a single 
measurement. The mean velocity was calculated by taking a 
series of measurements across the pipe diameter, and thus 
calculating the mean airflow.
	 The server level tests made use of two software tools to 
produce a near 100% load on the server, namely StressLinux 
[10] and High-Performance Linpack [11]. This resulted in a 
total energy load reading of 305W, which does not include the 
server fans as these are powered externally. 
	 Temperature and velocity readings were taken at a range of 
points over the diameter of the exhaust pipe and all readings 
became repeatedly stable after 2 hours of continuous running. 
After several runs the temperature delta from the inlet to the 
outlet was 12.54oC. Under the measured exhaust conditions 
of 37oC, the air density, ρ, is approximately 1.138kg/m3 and the 
mass flow rate, ṁ, of the outlet can be calculated as,

where A is the surface area of the ducted outlet, 0.004418m2, 
and ῡ is the averaged air velocity of the outlet, 4.45 m/s, which 
results in the mass flow rate is ṁ=0.02237kg/s.
	 The average specific heat capacity (SHC) of air between 
inlet at 25oC and outlet at 37oC is approximately 1005 J/(kg·oC), 
and since the temperature difference from the inlet to outlet, 
∆T, was measured to be 12.5oC, the total heat flux Q that is 
released into the air would be,

yielding a value of Q of 282W, which is close to the system 
power of 305W, where the difference can be accounted for the 
heat losses through the server chassis.
	 In [2], the fan assistant RDHx units were found to be able 
to remove almost 94% of the heat, but when combined with 
the thermal losses in the server this would drop to 87% of the 
heat being removed. Therefore, as with the TLC solutions based 

on liquid immersed servers, there will be the requirement for 
CRAH units to handle a maximum of 10% of both TLC and 
ILC system thermal loads.

OPERATIONS OF THE DESIGN DATA CENTER
	 The design data center using the two rack level cooling 
configurations are shown in the Figure 2. The full sets of 
calculated results are detailed in Table 1 for a target of 250kW 
of total power consumption for both ILC and TLC based 
solutions.
	 From Table 1 it can be seen that the TLC based solution 
is able to achieve a partial Power Usage Effectiveness (pPUE) 
of approximately 1.18 at full load, which means that 0.18kW 
of power is required to cool 1kW of operating IT. This is 
compared to an equivalent ILC based system, which has a 
pPUE of 1.48. However this is based on the assumption that 
the computer systems are fully loaded and that the outside 
ambient air temperature was 25oC, as shown in Table 2, then 
for the ILC systems require mechanical cooling, which is a 

Table 2 - Measured temperatures of the components for the comparison of ILC and TLC based data centers.

ILC Based System TLC Based System
medium Temperature medium Temperature

In Out In Out

Ambient Air 25oC Air 25oC

Chiller R407c/water 25oC 20oC Water 38oC 32oC

Building
Water Water 20oC 22oC Water 32oC 38oC

Ventilation Air / Water 24oC N / A

Rack Air 24oC 36oC Water 33oC 39oC

Computer
Node Air 36oC

Water 33oC 39oC

Dielectric Coolant 53oC

CPU Air 70oC Dielectric Coolant 70oC

Max Delta
Temperature

CPU to Chiller CPU to Ambient

50oC 45oC

Figure 3 - Histogram of power consumed by ILC and TLC at the various levels 
within the data center.
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worst case cooling scenario for ILC.
	 Chillers usually have an Energy Efficiency Ratio (EER) of 
around 3.0, indicating that 3.0kW of cooling can be provided 
by 1kW of power, under fully loaded conditions, which results 
in the pPUE of the data center that is at least 1.33 when the 
chiller is operating at 100% mechanical load.  
	 It is also possible to directly compare the data center level 
Performance Per Watt (PPW) of these 2 hypothetical systems 
since they contain identical computing hardware. From Table 
1, the ILC system is rated to 632 MFLOPS/W, while the TLC 
system is rated at 858 MFLOPS/W.  
	 From Table 2 it can also be seen that the ILC solution has 
a supply and return temperature that is lower than ambient 
whereas the TLC solution has supply and return temperatures 
greater than ambient, which is the reason why the chillers 
would be operating in mechanical cooling mode to deal with 
the additional cooling requirements.
	 The key results of Table 1 can be seen quite easily in Figure 
3, which demonstrates the larger cooling overhead for ILC 
compared to TLC at the different levels, which are depicted 
in Figure 2.

CONCLUSION
	 A data center based on ILC systems is calculated to operate 
with a partial PUE of 1.48. This is compared with a TLC based 
data centre, which is calculated to operate at a partial PUE of 1.18 
– 63% more effective at heat removal. Comparing performance 
yields a value for the ILC system of 630MFLOPS/W, which 
can be compared to the TLC based system of 861MFLOPS/W 
– 37% better performance.  Finally the data centre based on 
TLC systems, under 25oC ambient air conditions, consumes 
95kW less power, which saves 27% of the total power and 
more than 81% of cooling power over the ILC based system. 
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 INTRODUCTION

A
S THE POWER DENSITY of microelectronics steadily increases, thermal 
management continues to play a key role in the continuous march 
towards miniaturization, performance improvements, and higher reli-
ability demands [1]. One crucial thermal management consideration 
in electronics packaging involves reducing the thermal interfacial 

resistance between devices and their adjoining heat sink or substrate through 
improvements in thermal interface materials (TIMs). In a high power package, 
the thermal resistance of the TIM can account for as much as 50% of the overall 
thermal resistance [2]. Any desirable TIM candidate material would need to have 
a high thermal conductivity, low thermal resistance at a thin bond line thickness 
(BLT), excellent wetting properties, and all at a low cost while also being environ-
mental and health friendly [3]. In addition to thermal considerations, mechanical 
considerations of TIMs are equally important to the performance and health of 
high power electronics.  TIMs can be either compliant (e.g. greases and gels) or 
non-compliant (e.g. solders and adhesives), where the former bears no interstitial 
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mechanical stress due to thermally 
induced strains.  Non-compliant TIMs 
must be able to withstand the mechan-
ical stresses from coefficient of thermal 
expansion (CTE) mismatches between 
the adjoining materials (e.g. silicon - 
copper).  If the CTE strain overwhelms 
the mechanical properties of the TIM, 
the joint will ultimately fail.  Therefore, 
high performing compliant TIMs are 
a desirable design option for better 
thermal performance and improved 
reliability.  

Commonly used commercia l ly 
available TIMs include greases, phase 
change materials (PCM), gels, and 
pads, which are polymer based mate-
rials loaded with conductive particles 
(metal or ceramic) to enhance the 
thermal conductivity. Greases are the 
most widely used TIMs. They offer a 
moderate level of thermal performance 
[3-4]. Carbon-based materials such as 
carbon nanotubes [5] and graphene 
[6] have been investigated by many re-
searchers for use in TIMs. The thermal 
performance of different commercial 
and emerging TIMs based on previous 
research works is presented in Figure 1.  

Recently, several researchers [7-9] 
have encouraged using liquid metal 
alloys (LMAs) as compliant, high 
performing TIMs. LMAs possess the 
requisite high thermal conductivity (an 
order of magnitude higher compared 
to the traditional TIMs) while also 
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offering adequately low (<0.1 cm2oC/W, Figure 1) thermal 
resistances at small contact pressures. LMAs can be used 
either as a thin foil or in combination with a substrate 
[8-10] or as a filler material in composites [11]. Alloys of 
indium, bismuth, gallium, and tin are preferable to use as 
TIMs [8-10]. Mercury, lead and cadmium based alloys are 
usually avoided due to their toxicity and environmental is-
sues. Hamdan et al. [7] reported the thermal resistance of 
liquid mercury micro droplets as low as 0.0025 cm2°C/W. 
However, mercury should be avoided due to its toxicity. 

Webb and Gwinn [8] observed that cycling 20oC above the 
melting point of the alloy (51In/32.5Bi/16.5Sn) resulted in 
a significant increase in the thermal resistance. However, 
Hill and Strader [9] did not find any notable performance 
degradation after cycling 90oC above the melting point of the 
same alloy (51In/32.5Bi/16.5Sn). Thus, a good understand-
ing of the reliability of LMAs as TIMs is needed for today’s 
designers considering their use.

Although LMAs offer a low thermal resistance, there are 
several concerns such as oxidation/corrosion, intermetallic 

Figure 1 - Thermal performance comparison of variety of commercial TIMs with emerging TIMs such as CNTs and LMAs 
[4,5,7,10,12,13].
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growth, dewetting and migration. Several investigators have 
offered different approaches to mitigating these concerns 
[8-10]. In this work, three alloys were chosen to test their 
performance as TIMs. The properties of these alloys are 
presented in Table 1. These alloys were selected for study 
because they have a wide range of MPs (from 16oC to 60oC) 
spanning the range of interests for most application in to-
day’s markets.

EXPERIMENTAL 
Description of the Apparatus 

The thermal performances of the LMAs reported here were 
generated using an ASTM D5470 standard TIM tester.  The 
detailed specifications of the apparatus used can be found in 
reference [14].  To avoid any contamination of the TIM tester 
surfaces and to improve the accuracy of the test results, the 
LMAs were tested by placing them between copper disks 
(alloy 110) of thickness 3.2 mm and 33 mm in diameter. The 
disks are both sides polished with a surface flatness within 
7-8 microns. This high level of surface finish was needed for 

accurate thermal performance measurement but it is not 
required in actual application. However, it should be noted 
that the quality of the mating surfaces directly affects interfacial 
thermal performance. The resulting disk assembly with the 
alloy at the interface was then placed under the tester, Figure 2. 
Silicone oil (Xiameter PMX-200, viscosity: 1000CS) was applied 
on the top and bottom surfaces of the adjoining copper disks 
to ensure reproducible contact between the test surfaces of the 
TIM tester and the copper disks. The temperature differential 
(ΔT) across the LMA bond line was measured using two high 
precision thermistor probes (1 mm diameter, accuracy 0.05oC) 
inserted in the middle of each copper disk. The hole was 
filled with thermal grease (laird tech. Tgrease 880) to ensure 
reproducibility of the measurements.

Sample Preparation and Diffusion Barriers 
The oxide layers on the copper disk surfaces were first 

chemically removed using methanol, acetone, and a 5% 
hydrochloric acid solution prior to application of the LMAs. 
This method of surface preparation was sufficient for testing 
purpose, but not necessary for normal applications. It should be 
followed that the contact surfaces remain free from particulates 
or any other contaminants before applying LMAs. To enhance 
the wetting, the disk surfaces were mechanically scrubbed with 
the alloy using cotton swabs. In the case of Ga and In-Bi-Sn 
alloy, both the alloy and the disk were heated above the melting 
point of the alloy after which the molten metal was applied 
onto the heated disk’s surface using a brisk mechanical rubbing 
application technique. 

Since LMAs are known to react with and form intermetallics 
with Cu [8-10], surface treatments were used in order to 

Figure 2 - (a) Testing of LMA TIM using modified test rig; the cooper disks assembly with the TIM at the interface was placed 
between the TIM tester surfaces (b) Schematic diagram of the testing methodology.

Alloy Composition 
(% by mass)

Melting Point 
(oC)

Density (gm/
cm3)

1 75.5 Ga/ 24.5 In 16 6.35
2 100.0 Ga 30 5.90

3 51 In/ 32.5 Bi/ 
16.5 Sn 60 7.88

Table 1 - Properties of the LMAs with melting temperature ranges from 16oC 
to 60oC.
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retard the diffusion of the alloy components 
into the disks. Hence, a thin metallic barrier 
layer was applied on the copper disk surfaces 
by sputtering. As tungsten (W) provides 
superior protection against gallium (Ga) and 
Ga-based alloys, the copper disks were coated 
with 2 μm W. For better adhesion of the W, a 
50 nm layer of titanium (Ti) was first applied.

RESULTS
In-Situ Thermal Resistance 

The thermal resistances of six different 
substrate-alloy combinations is presented 
in Figure 3. Three samples of each 
combination were tested at 138 kPa. The 
calculated experimental uncertainties [15] 
are represented by the error bars. Each 
resistance value presented here is the 
average of three repeated measurements. 
The measured lowest resistance was as low 
as 0.005 cm2°C/W with W/In-Bi-Sn/W (In-
Bi-Sn alloy between W coated surfaces) and 
as high as 0.065 cm2°C/W with Cu/
In-Bi-Sn/Cu (alloy 3 between bare Cu 
surfaces). The variation in thermal 
resistance for the similar substrate-
alloy combination results from the 
unique nature of each sample. Since 
LMAs are highly conductive and the 
joints are relatively thin (SEM cross-
sectional analysis reveals that the BLT 
of Cu/Ga-In/Cu joint is about 37 µm), 
the contact resistances (mostly due to 
surface irregularities such as surface 
roughness and flatness) dominate the 
interfacial resistance. Even a small 
change in surface properties would 
result in observable changes in the 
overall thermal resistance. It was 
assumed that all the disks had the 
same degree of surface roughness 
and flatness, but this is not valid in 
reality. It should be noted that it was 
not possible to maintain the exact amount of LMAs at the 
interface for each pair of disks during testing. Another source 
of variation might appear from the mechanical rubbing 
(wetting) of LMAs onto the disk surfaces. During the wetting 
process, it was found that some samples were more easily 
wetted while others required hard scrubbing to induce wetting. 
If the LMAs do not wet the mating surfaces properly, small 
air pockets might be present at the interface, which in turn 
increases the thermal resistance. Other properties of the alloys 
such as viscosity, surface tension, and oxidation state during 
application may have caused some variation in the thermal 
resistance measurements. Considering all these factors, each 

disks pair is different and it is a challenge to reproduce the 
result even with similar substrate-alloy combination.  

The thermal performance of LMAs and some commonly 
used commercial TIMs are tested at different pressures 
using the same apparatus and similar methodology and 
measurements are compared (Figure 4). The results indicate 
that the thermal resistances of LMAs are independent of 
applied pressures in the range 69-345 kPa. This study concludes 
that LMAs offer excellent thermal bond even at a small 
pressure. None of the commercial TIMs were found to have 
a thermal joint resistance as low as the resistances of LMAs. 
Current high conductivity greases can offer resistances at the 

Figure 3 - In-situ thermal resistances of three alloys between Cu and W surfaces at 138 kPa.

Figure 4 - Thermal resistances of variety of commercial TIMs and LMAs as a function of applied pressure.
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high end of what LMAs offer. 
The thermal resistances of the 
commercial TIMs tested were 
found to be as low as 0.065 
cm2oC/W and as high as 2 
cm2oC/W depending on the 
type of material being tested.

Isothermal Aging
Accelerated aging was 

carried out by exposing 
the samples at an elevated 
t e m p e r a t u r e  o f  1 3 0 oC 
(followed DARPA’s Thermal 
Management Technologies 
(TMT) program’s reliability 
profile [16]) in an atmospheric 
furnace for extended periods 
of time without any additional 
pressure and/or constrain 
during aging.  The thermal 
aging test results of Ga between 
different substrate surfaces (Cu and W) and Ga-In and In-Bi-
Sn alloys between Cu surfaces are presented in Figure 5. The 
thermal resistances are normalized by the initial resistance 
values. It was found that the thermal resistance of all three 
alloys between bare Cu remained unchanged after long periods 
of exposure (1500 hours for Ga-In alloy), which indicated a 
stable thermal joint. Ga between W surfaces also showed a 
negligible change in thermal resistance up to 576 hours of aging.  
However, the resistance started to increase rapidly thereafter. 
The thermal resistance increased by about 220% after 1152 
hours of aging. The superior aging performance of all three 
alloys between bare Cu surfaces is believed to be due to the 
enhanced wetting of the alloys with Cu and the diffusion of the 
alloy into the Cu substrate. Since the alloys contain Ga and In, 
they will most likely diffuse into Cu and form intermetallics 
[9,10]. Our results suggested that any diffusion and formation of 
these intermetallics that may have occurred did not negatively 
impact the thermal performance over time. Since the thin layer 
of W acted as a diffusion barrier, the alloy could not interact 
with the underlying Cu substrate, thereby, causing the thermal 
resistance to increase significantly upon aging.

Thermal Cycling
The purpose of these tests is to cycle each sample above and 

below the melting point of the interfacial alloy. The Cu disk 
assembly with alloys at the interface was placed in a thermal 
cycling chamber to cycle from -40oC to 80oC [16] without any 
additional pressure and/or constrain. The heating and cooling 
ramp rates were 3oC per minute. The samples were soaked for 
20 minutes at the two extreme temperature plateaus, ensuring 
that the interface reached the chamber temperature. The time 
needed to complete a thermal cycle was two hours. Figure 6 
shows the thermal cycling results of all three alloys between 

bare Cu and W surfaces. The results showed that the thermal 
resistance of all three alloys between bare Cu did not change 
significantly even after 600 cycles. However, alloys placed 
between W coated surfaces, the resistance increased signifi-
cantly just after 200 cycles. It can be noticed from the aging 
studies (Figure 5) that the thermal resistance of Ga between 
W surfaces started to increase after 576 hours. However, the 
resistance increased significantly just after 200 cycles (400 
hours). This is because, during aging tests, the samples were 
always kept at a constant temperature, whereas during cycling, 
the samples experienced thermal expansion/contraction 
resulting from the heating and cooling of the joint. All these 
results suggest that the bare Cu-alloy surface combination 
makes a more reliable LMA thermal joint.

SUMMARY AND CONCLUSIONS
The application of LMAs as efficient TIMs has been inves-

tigated herein. Three alloys (Ga-In, Ga, In-Bi-Sn) with different 
melting points and various compositions were chosen to test 
the thermal performance. The thermal resistances of the alloys 
were tested by placing them between bare Cu and W coated 
Cu substrates using the ASTM D5470 standard methodol-
ogy. The in-situ thermal performance shows that LMAs can 
offer extremely lower thermal resistances at small contact 
pressures compared to many commercial TIMs. Accelerated 
tests include isothermal aging at 130oC and thermal cycling 
from -40oC to 80oC. It was observed that all the alloys between 
bare Cu surfaces survived both isothermal aging and thermal 
cycling. However, alloys applied between W coated surfaces 
failed to withstand both aging as well as cycling. The results 
indicate that any Cu-alloy interactions (which is primarily 
the diffusion and interfacial reaction) produce a more reliable 
thermal joint. 

Figure 5 - .Isothermal aging (at 130oC) of three alloys as a function of aging time.
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In actual processor-heat sink application, 
the LMAs are placed between two dissimilar 
materials, typically silicon (die) and copper 
(heat sink). In this work, LMAs are found to 
be effective when applied between bare Cu 
substrates. LMAs are thin liquids in molten 
form and they can accommodate any thermo-
mechanical stress that results from the CTE 
mismatch of different materials. Therefore, it is 
presumed that they will continue to perform re-
liably between dissimilar material joints. LMAs 
are environmental and health friendly unless 
they contain any mercury, lead or cadmium 
compounds. There are a host of issues that 
would have to be addressed before LMAs are 
ready for volume production and reliable opera-
tion in the field.  However, the level of thermal 
performance demonstrated here could be a 
powerful incentive for the industry to invest 
in the required development effort to enable 
their use in the most demanding applications.
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 INTRODUCTION

C
URRENT HIGH-PERFORMANCE computing (HPC) and Telecom trends 
have shown that the number of transistors per chip has continued to 
grow in recent years, and data center cabinets have already surpassed 
30 kW per cabinet (or 40.4 kW/m2) [1]. It is not an unreasonable as-
sumption to expect that, in accordance with Moore's Law [2], power 

could double within the next few years. However, while the capability of CPUs 
has steadily increased, the technology related to data center cooling systems has 
stagnated, and the average power per square meter in data centers has not been 
able to keep up with CPU advances because of cooling limitations. With cooling 
systems representing up to ~50% of the total electric power bill for data centers 
[3], growing power requirements for HPC and Telecom systems present a growing 
operating expense (OpEx). Brick and mortar and (especially) mobile, container 
based data centers cannot be physically expanded to compensate for the limita-
tions of conventional air cooling methods.

In the near future, in order for data centers continue increasing in power density, 
alternative cooling methods, namely liquid cooling, must be implemented at the 
data center level in place of standard air cooling. Although microprocessor-level 
liquid cooling has seen recent innovation, cooling at the blade, cabinet, and data-
center level has emerged as a critical technical, economic, and environmental 
issue.

In this article, three cooling solutions summarized in Table 1 are assessed to 
provide cooling to a hypothetical, near-future computing cluster. Cooling Option 
1 is an air-cooled system with large, high-efficiency, turbine-blade fans pushing 
air through finned, heat-pipe equipped, copper heat sinks on the blade. Rear-
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door air-to-liquid heat exchangers on 
each cabinet cool the exiting air back 
to room temperature so that no addi-
tional air conditioning strain is placed 
on facility air handlers. The water & 
propylene glycol (water/PG) mixture 
from the heat exchangers is pumped 
to the roof of the facility, where the 
heat absorbed from the CPUs is dissi-
pated to the environment via a rooftop 
compressor-enabled chiller.

Cooling Option 2 uses water-based 
touch cooling on the CPUs via a copper 
coldplate loop on each board. These 
loops are connected to an in-rack man-
ifold that feeds a water/PG mixture in 
and out of each blade. A coolant dis-
tribution unit (CDU) collects heated 
water via overhead manifolds from 
each cabinet, cools the water through 
an internal liquid-to-liquid brazed-
plate heat exchanger, and pumps it 
back through the overhead manifolds 
to the cabinets for re-circulation. On 
the other side of the heat exchanger, a 
closed water loop runs from the CDU 
to a rooftop dry cooler, where the heat 
from the CPUs is ultimately dissipated 
into the atmosphere.

Cooling Option 3, which considers 
two approaches, removes water from 
the server cabinets and instead uses 
refrigerant (R134a) as the heat transfer 
fluid in the server room. This approach 
uses a coldplate and manifold system 
similar to the water-cooling approach, 

Comparison of HPC/Telecom Data Center Cooling 
Methods by Operating and Capital Expense
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but may or may not have a re-
frigerant distribution unit in 
the building. Cooling Option 
3a, having pumps mounted 
in the cabinets, circulates 
the refrigerant through a 
water-cooled, brazed-plate 
heat exchanger in a refriger-
ant distribution unit (RDU) 
to condense the refrigerant 
after it absorbs the heat from 
the CPUs. In Cooling Option 
3b, pumps move the refrig-
erant straight to the roof, 
where a rooftop condenser 
dissipates the heat to the 
environment (Table 1).

The goal of this article is 
to provide an "apples-to-
apples" comparison of these 
three cooling systems by 
suggesting a hypothetical, 
high-power near-future data 
center specification for each 
method to cool. When the 
options are compared side-by 
side, differences in fluid dy-
namics and heat transfer will 
translate into differences in 
efficiency, and comparisons 
between various cooling 
methods become more eas-
ily visible. This article is not 
a complete guide to install-
ing or selecting equipment 
for each of these cooling 
systems, but it is a general 
overview of what power us-
age advantages each system 
offers.

HYPOTHETICAL COMPUTER 
CLUSTER SPECIFICATION AND THERMAL ASSESSMENT

In order to bound the comparison in a meaningful way, a 
set of specifications was developed from extensive discus-
sions with the Liquid Cooling (LC) forum of LinkedIn pro-
fessional network [4], an association of motivated multidis-
ciplinary professionals from HPC, Telecom and electronics 
cooling industries. 

After several weeks of discussion, the LC forum agreed 
on the following system configuration and operation condi-
tions for analysis: the hypothetical computer cluster under 
consideration should produce ~1MW of IT power. The 
distribution of power is shown in figure 1.  

The cabinet architecture in this specification assumes 
horizontal card inserted from the front, with no cards in-
serted from the back of the cabinet. Alternative architectures 
exist, and can be cooled by a variety of means, but for this 
analysis, a simple, easily-relatable architecture was desired, 
so only front-facing, horizontal cards were considered.

A hypothetical data center could be equipped either 
with a dry cooler or compressor equipped chiller located 
on the roof of the building, at up to 60 m (≈200 feet) above 
computer HPC cluster level floor. To maintain the 65°C 
case temperature limit, the air-cooling method requires a 
compressor-equipped chiller, but a dry cooler is preferred 
for liquid cooling methods.

Table 1 - Overview of cooling options

Figure 1 - Hypothetical data center module specifications
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One of the most important requirements for this analysis 
was its full transparency, so anybody could have a closer 
look, if desired. When the study results were presented to 
LC forum participants at a webinar in February, 2015, a 
number of forum participants requested and (later) partici-
pated  in a "deeper dive", so a step-by-step process with a 
higher level of detail was provided on request.  This "deeper 
dive" can be found on the Electronics Cooling website                               
(www.electronics-cooling.com).

COOLING OPTIONS VIEWED VIA EXPLICIT COMPARISON
Option 1: Advanced Air Cooling

Cooling 60 kW in a single rack required a staggered, 
heatsinked 10-CPU layout, heat pipes, rear door cooling heat 
exchangers, and powerful, high-pressure turbine-blade fans. 
In addition, the air in the data center still needed to be sig-
nificantly lower than room temperature (4°C) to achieve the 
desired case temperature. Even though air cooling may not 
be an economically feasible solution at this power density, 
and even though it would clearly not meet the NEBS GR-63 
acoustic noise level standard [5], we still had to devise an air 
cooling option to compare to the LC options. 

In this approach, each cabinet was supplied with a rear-
door cold water/PG cooler with 3 "hurricane" turbine-blade 
fans (with operating point of ~3.7 m3/s at ~3.7 kPa pressure 
difference [6]). The cold water/PG solution circulates around 
the system to the roof chiller, where heat from the cabinets 

is dissipated to the ambient air. The system would be moni-
tored with on-board temperature sensors and would either 
increase the fan speed or throttle CPU performance if the 
CPU approached the 65C case temperature threshold. This 
approach is illustrated in Figure 3.

Option 2: Water/PG Touch Cooling 
In option 2a , (Fig. 3, top board layout) 10 CPUs per blade 

were arranged in two parallel groups of 5 serially connected 
cold plates (option 2a). 20 horizontal blades were plugged 
into vertical supply/return manifolds, and these cabinet 
manifolds were supplied with water/PG from the Coolant 
Distribution Unit (CDU) via overhead manifolds. Pump 
and water/PG-to-facility water heat exchanger was needed 
to reduce the pressure losses at cold plates. A separate loop 
brings the heat from the CDU to a rooftop dry cooler unit, 
where it is rejected into the ambient air. This method would 
include a control system in the CDU that would increase 
the water flow rate in the case of an increased load. Either 
passive or active flow regulators would also be placed at the 
inlet of each blade to ensure even flow distribution across 
the whole cabinet.

After the first pass of Water/PG system simulation it was 
discovered that water/PG speeds in the blade exceeded 
allowable ASHRAE [1] velocity limits, an additional LC op-
tion (option 2b) was added - where all 10 cold plates were 
connected in parallel. This required additional onboard 

Figure 2 - Option 1: Air cooling with rear-door water/PG to air heat exchangers
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manifolds with additional piping to allow for a compliant 
cold plate/CPU interface. 

Option 3: R134a Touch Cooling  
The high heat of vaporization for refrigerant enables 

refrigerant systems to use a flow rate that is approximately 
5 times less than the required flow rate for a water system 
with the same power. Because of this, the cold plates in 
Option 3 do not need to be connected in parallel like in op-
tion 2b, and can have an arrangement similar to option 2a. 
As before, blades were connected to vertical supply/return 
(refrigerant) manifolds, but because of the lower flow rate, 
a refrigerant pump can be fit into each cabinet to pump 
refrigerant through the blades and manifolds. 

In option 3a, the manifolds transport the refrigerant to 
a refrigerant distribution unit (RDU), where the heat is 
transferred to a closed water loop feeding into a rooftop 
dry cooler. In option 3b, the refrigerant is sent straight to 
the roof, where a rooftop condenser dissipates the heat to 

the atmosphere. The layouts of these two options are shown 
schematically in Figure 4.

The control system for a refrigerant cooling system in-
cludes a built-in headroom for the refrigerant capacity. The 
system is designed so that under a full load, the refrigerant 
quality (the fraction of refrigerant that is vapor, by mass) 
does not exceed 80%, so a 20% safety factor is already built 
into the system at the worst-case scenario. Flow regulators 
at the inlet of each blade ensure even flow distribution across 
the entire height of the cabinet. In the event of an increase 
in CPU power, either the RDU would increase the water flow 
rate or the rooftop condenser would increase its fan speed 
to fully condense the refrigerant. 

Capital and Operating Expenditures
With identical performance specifications (maximum case 

temperature and environmental ambient temperature), the 
differences between cooling systems can be easily compared 

Figure 3 - Option 2: Water/PG touch cooling
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in terms of capital and operating expenses (CapEx and OpEx, 
respectively). 

It is important to mention that the presented first-pass 
analysis was not intended to produce entirely optimal 
designs for each cooling option. For equipment selection,  
computational f luid dynamics (CFD) analysis [7], f low 
network analysis [8], a two-phase analysis software suite, 
and vendors' product selection software [9, 10] were used 
to analyze pressure drops and heat transfer across different 
system components.

For each cooling option, capital expenses were determined 
by obtaining quotes of only the main components of cooling 
hardware (fans, heat exchangers, pumps, coldplates, refrig-
erant quick disconnects, etc.) from the manufacturer, and 
10% of the cost was assessed for installation, piping, etc. The 
cost for the electric power supply, controls, hose and pipe 
fittings, UPS, etc. was not included. This cost is certainly an 
underestimate of the total cost of installation, but it would 
be representative of the main cost drivers associated with 
each cooling system. 

One important note about the CapEx estimates presented 
in figure 5 is that the water and refrigerant coldplates are 
assumed to be of equal cost. In reality, water coldplates re-
quire higher flow rates and therefore larger tube diameters 

to cool the same power, but refrigerant coldplates must 
withstand higher pressures. The actual cost of manufactur-
ing depends more on the manufacturing technique than it 
does on the fluid used, so the two coldplates were assumed 
to be of similar cost.

Operating expenses for all cases were calculated by deter-
mining the cost of electricity  needed to pump the coolant 
around the loop and to run the fans. To do this, CFD and 
flow network analysis were used to calculate the pressure 
drop and flow rate of each fluid through the system, and then 
an average operational efficiency was used to determine the 
total power draw. This analysis used $0.10 / kW-hr, without 
demand charges, and operating hours per year were 8,760 
for all methods. 

Since the refrigerant-based option does not require pe-
riodic flushing and replacement, in our analysis the cost 
of R134a was only added to CapEx. With water cooling, in 
order to keep electro galvanic corrosion inhibitors and mi-
crobiological growth suppressants active, water/PG Coolant 
mixture requires regular (every 2-3 years) flushing, so the 
cost of water cooling additives was added to OpEx as well 
as the initial CapEx estimate.

Figure 6 shows that using a direct, rear-door air-cooling 
approach, low data center temperature, heat sinks with em-

Figure 4 - Option 3: R134a touch cooling
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bedded heat pipes, and turbine-blade high-efficiency fans, 
air cooling will cost far more than a liquid-cooling option. 
Again, this best effort for air cooling option was presented 
only for the sake of comparison.

Figure 6 also indicates that that switching from air-cooling 
to any of the four liquid-cooling options will cut the operat-
ing expense (to run the cooling system, not to run the entire 

Figure 6 - Capital expenses for five cooling strategies

Figure 5 - Capital expenses for five cooling strategies

data center) by at least a factor of 5, In addition, the direct 
refrigerant cooling option (3b) shows the lowest operating 
cost of all the cooling options, with less than 1/30th of the cost 
of the air-cooled option. With this operating cost, an existing 
air-cooled data center (per option 1) would greatly benefit 
from switching to a refrigerant-cooled data center (option 
3b), and, assuming no additional retrofit expenses, would 
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recover the switching cost within the first year of operation.

CONCLUSION
Although the comparison in this paper is a preliminary, 

predictive analysis of several different cooling systems, the 
differences in power consumption revealed here show that 
a data center outfitted with liquid cooling provides a tre-
mendous advantage over air cooling at the specified power 
level (60 kW per cabinet). As HPC and Telecom equipment 
continues toward higher power densities, the inevitable 
shift to liquid cooling will force designers to choose be-
tween water and refrigerant cooling. It is the author's belief 
that the industry will eventually choose direct refrigerant 
cooling because of the advantage it has over other cooling 
systems in operating cost (at least 2.5 times cheaper) with 
similar capital cost, the minimal space requirements on 
the board, the absence of microbiological growth, electro 
galvanic corrosion, and corresponding need to periodically 
flush the system, as well as the fact that conductive leaks 
are nonexistent. 
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