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I
RECENTLY READ AN INTERESTING, previously unpublished, essay 
that was written in 1959 by Issac Asimov on the subject of creativity 
and how new ideas are generated. It made me think back on my 
own experiences in our field of electronics cooling. I decided to use 
my license as the editor for this issue to share some of Asimov’s 
thoughts with this audience. Of course, I will admit that the readers 

are much better off reading the original essay, which can be found via an 
internet search and is published online in the MIT Technology Review 
(dated October 20, 2014).
   Asimov made several insightful observations which I have 
summarized:

1) The act of generating good ideas is not well understood even by the ideators;
2) Breakthough ideas occur when a field-specific expert is exposed to significant outside 
influences and has a talent for making connections that are not obvious;
3) Making these non-obvious connections requires some daring, and once such a connection is 
made, it often becomes obvious;
4) An individual who is willing to be daring needs to be at least a little eccentric and be 
reasonably self-assured enough to shrug off conventional reason;
5) Isolation is helpful to generate new ideas since sharing all the bad ones that come with the 
single good one can be embarrassing to reveal and can kill the experimental mood;
6) While grouping experts in a particular field may not always be best for generating new ideas, 
it can promote greater sharing of information between participants;
7) Sharing information only known to part of the group can lead to combinations of facts and 
theories that can yield previously unthought of concepts;
8) Idea generation requires relaxation and a collective tolerance for foolishness;
9) Unsympatheic individuals and those with elevated stature or reputations can inhibit the 
group;
10)  Groups should be made up of no more than five people so that everyone gets enough 
opportunity to express themselves, since having to wait to talk can cause undesirable tension;
11)  Informal locations are better than conference rooms;
12)  Joking and kidding are helpful to create the right atmosphere;
13)  A sense of responsibility to generate new ideas is harmful; and
14)  Group sessions need an arbiter to play the role of psychoanalyst and stir the pot with the 
right questions.
   My own experiences in this area (though much less worthy than Asimov’s) have been that, 
if I can shake off my own initial critical thoughts and dive optimistically into a sketch or a 
back-of-the-envelope calculation, then I can at the very least carry out some satisfying thought 
experiments, some of which may end up feeling like promising ones (at the time). Of course, 
the very next day, most of these so-called promising ideas become obvious to me as duds. Once 
in a while though, even a dud idea can take on new form and mutate when I hear someone say 
something or I attend a talk where a relatively unrelated problem is discussed. At these moments, 
my time invested in these duds can pan out. For me, the rush of a uncovering a potentially good 
idea, the excitement during analyses, and the subsequent animated collaboration with peers 
whom I trust implicitly, are among the most satisfying activities as a thermal engineer. The 
industry has changed a lot in the last several decades and continues to do so, and throws a lot of 
new challenges and applications at us, all of which can thankfully fuel innovation at our end.
   We have yet another exciting issue for you this December, with a wide range of topics ranging 
from heat pipes, thermal interface materials, LED heat sinks, and leakage power estimation in 
microprocessors, in addition to our regular favorites: the Calculation Corner, and Thermal Facts 
and Fairy Tales sections. I hope that you all enjoy this issue. I also want to take this opportunity 
to wish you all an innovative holiday season with some creative gift selection and the fostering of 
a sense of foolishness with friends and family with a nod to Issac Asimov.

 Editorial 
Madhusudan Iyengar, Editor-in-Chief, December 2014

Insights into Creative Thinking for 
Electronics Cooling Design
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Thermal Facts &  Fairy Tales

A
MBIENT AIR IS the 
ultimate heat sink for 
the majority of electron-
ics thermal management 
systems and a typical job 

as a thermal engineer is focused on 
minimizing the thermal resistance 
between the electronics and the en-
vironment within the constraints of 
packaging, cost, and schedule.  Not 
all electronics systems live in condi-
tioned air and one question that pe-
riodically arises is how does the pres-
ence of moisture in the air affect the 
thermal management, and specifically 
for this column, should we consider 
variation in thermal properties of air 
with moisture content.  Mitigating 
corrosion and designing for integrity 
in moist air are important topics (a 
reasonable fact for this column would 
be that ignoring these effects is not a 
good design practice).  The fairy tale 
for this column is that consideration 
moisture makes much difference in 
thermal properties of air and result-
ing heat transfer within the range of 
environments usually encountered.

Figure 1a through 1d illustrates the 
variation in air material properties 
of interest to thermal management 
over temperature and humidity level 
[1].  While there is variation in each 
of these properties, the variation is 
small, especially at temperatures 
below 50 C.  It is worth noting that 
the ASHRAE fundamental section 
on psychometrics notes that within 
the boundaries of their standard psy-
chometric chart (dry bulb 0 to 50 C) 
the thermal conductivity is essentially 
independent of moisture content and 

the viscosity varies very little from dry air [2].  The shape of the thermal conductiv-
ity curve is interesting and an explanation for the unusual behavior is given in [3].  

For buoyancy induced cooling, the heat transfer rate tends to be small and 
some studies have found an increase in heat transfer coefficients when considering 
moisture [4].  Using the usual non-dimensional grouping of parameters for natu-
ral convection an estimate of the effect of moisture on convection can be made.  
Starting with 

where Nusselt number, Nu=        ,

Grashof number, Gr=                        , 

Prandtl number, Pr=             and C and n are constants depending on geometry and 
natural 

convection flow condition.  Rearranging and solving for h allows an estimate of the 
heat transfer coefficient change between moist and dry air to be made in terms of 
properties.

   

where the subscript m is moist air and d is dry air.
As an example, using n = 1/3 and moist and dry properties at 60 C, the change 

in heat transfer based on property change using the equation above is less than 
2%.  However, it is worth noting that correlations are developed for well defined 
geometries and boundary conditions that we usually do not have in application.  
Estimating the change in heat transfer with moisture level is most likely small and 
within the uncertainty of the original correlation.

In summary, unless we are solving a problem with very warm and wet air, ignor-
ing the property variation in air with moisture content is a reasonable assumption.

REFERENCES
[1] Tsilingiris, P.T., “Thermophysical and transport properties of humid air at temperature range be-
tween 0 and 100 C”, Energy Conversion and Management, 49, 2008. 
[2] ASHRAE Fundamentals, 2002, American Society of Heating, Refrigerating and Air-Conditioning 
Engineers, Atlanta, Georgia.
[3] Lasance, C, “The Thermal Conductivity of Moist Air”, ElectronicsCooling, Nov, 2003.
[4] Zhang, J., Guptha, A., Baker, J., Effect of Relative Humidity on the Prediction of Natural Convection 
Heat Transfer Coefficients, Journal of Heat Transfer Engineering., Vol.28, Issue 4, 2007.

Jim Wilson
Assoc. Technical Editor

Moist Air and 
Cooling Electronics
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FIGURE 1 - VARIATION OF AIR THERMAL PROPERTIES WITH TEMPERATURE AND MOISTURE CONTENT

1A - THERMAL CONDUCTIVITY 1B - SPECIFIC HEAT

1C - DENSITY 1D - VISCOSITY
LEGEND IS RELATIVE HUMIDITY LEVEL
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Technical Brief

grooves machined into the bottom of 
the base of the heat sinks (Figure 1). 
The outer cross-section of the heat 
pipes after pressing was about 5.3×2 
mm.  The heat sink groove dimensions 
are 5.7 mm wide and 2.1 mm deep and 
thermal grease was used to fill air gaps 
between the groove and the inserted 
heat pipe. The modules were inserted 
into the four-port cage assembly and 
located in the middle of a duct (A = 
182×27 mm, h = 200 mm) connected 
to an airflow test chamber. 

The schematic diagrams for the 
test set-up and the air flow direction 
with and without the heat pipes are 
shown in Figure 2. Characterization 
tests were performed at airflow rate 
of 10 CFM (equivalent to the duct 
cross-section velocity of 1 m/s) with 
the power of 3W on each module. 
After performing a baseline test on 
the hardware without the modified 
heat sinks, the original heat sinks were 
replaced with the grooved heat sinks 
and heat pipes. 

The heat sink and total thermal 
resistance for each module (Eqs. 1 and 
2) are calculated based on the supplied 
power for each module (p) and the 
measured temperatures for the heat 
sink (THS) and the heater (TH) (Figure 
2). The air temperature (TAir) was 
measured at the inlet of the duct and 
the effect of preheating by the former 
module was taken into account (Eq. 3). 

control, and allowing separation of heat 
source and sink. They are also effective 
in the cooling of thermal diodes and 
switches. 

Figure 1 depicts the configuration 
studied, which is representative of a 
typical four-port cage assembly.  Each 
port contains a QSFP module to which 
72 pin fin heat sinks are attached us-
ing clips. Each QSFP includes a board 
with two small chips on each side, 
which generate heat during normal 
operation.  Prior to thermal testing, 
the boards and cables were removed 
from the modules. A 5×5 mm ceramic 
heater was then attached inside each 
module with epoxy and a copper plate 
(A = 15×10 cm, t = 1 mm) to replicate 
heat generation. 

To explore the potential of using 
heat pipes for cooling the four-port 
cage assembly, three different arrange-
ments were designed (Figure 1). The 
fabricated copper heat pipes with outer 
diameter of 4 mm and wall thickness of 
0.3 mm had center fiber wick structure 
and lengths of 195 mm, 132 mm, and 
100 mm. Where necessary, the heat 
pipes were bent and partly flattened 
using a press for later insertion into 

D
UE TO RISE in both data 
speed and traffic volume 
through computers, tab-
lets, and mobile devices, 
network bandwidth must 

be continually increased to keep up with 
the demand. Fiber optic cable is used 
for high-speed, high-volume data com-
munication. A Quad Small Form-factor 
Pluggable (QSFP or QSFP+) module is 
a transceiver link between a network 
and a fiber optic cable. QSFP modules 
are located in single or multiport cages 
attached to motherboards in racks. 
QSFPs are conventionally cooled by 
available forced air convection inside 
network boxes. However, conventional 
cooling solutions have reached their 
limits due to increasing data commu-
nication speed and traffic. In practical 
applications, one of the main challenges 
in the cooling of QSFP multiport cages 
results from different cooling demands 
for each port due to unequal data com-
munication loads. This experimental 
study shows great potential in the use of 
heat pipes for cooling QSFPs. Heat pipes 
have high effective thermal conductivity 
and can be used for heat spreading, cre-
ating isothermal surfaces, temperature 

Novel Heat Pipe Based Thermal Solutions
for Cooling Optical Plug Modules

Ehsan B. Haghighi 
Fujikura

Ehsan B. Haghighi obtained his master degree in Sustainable Energy 
Engineering at Royal Institute of Technology, Stockholm, Sweden in 2009. He 
is now doing his PhD at the same institute in thermal and flow management 
aiming to be graduated at the beginning of 2015. Ehsan joined R&D Department 
Thermal Technology Division, Fujikura Ltd., Japan as thermal engineer at the 
beginning of 2014. At Fujikura he has worked on several projects related to heat 
pipes and vapor chambers. 
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(1)

(2)

(3)

Figure 3 shows the temperature of heat sinks. In arrange-
ment (a), by adding heat pipes the temperature of heat sink 
for the modules 2, 3, and 4 was reduced by about 1 °C, 5 °C, 
and 13 °C, respectively.  For arrangement (b), the tempera-
ture differences between the heat sinks of modules 1 and 2, 
and modules 3 and 4 dropped from 14°C to 4° and from 4°C 
to 1°C, respectively. This illustrates the benefit of using heat 
pipes to reduce temperature variation between modules. 
In arrangement (b), the temperature of heat sink for the 
module 1 was increased around 4°C as heat pipe (Figure 1) 
transferred heat from the module 2 to the module 1. For 
arrangement (c), the temperature of heat sinks with heat 
pipes are 4-13 °C lower than heat sinks without heat pipes. 

The thermal resistance drop in the heat sink and the total 
thermal resistance drop for each module was calculated, 
averaged for all three arrangements and summarized in 
Table 1. The data in this table showed arrangement (c) to 
be clearly better than the other two for similar conditions. 
Indeed arrangement (c) has the largest extended area (heat 
pipes) compared to arrangements (a) and (b), which are 
mainly aimed for heat redistribution.   

Based on these results, heat pipes can be used to increase 
heat transfer performance of conventional heat sinks in cool-
ing optical plug modules due to their high effective thermal 
conductivity and increased cooling surface area. Figure 4 
shows a schematic diagram for a conventional optical plug 
module and two simple heat pipes based concepts to improve 
its thermal management. The heat pipe can even be covered 
by a longer heat sink to increase mechanical strength (Figure 
4a) or be attached to a wall or rack which can be assumed 
as a big heat sink (Figure 4c).

FIGURE 1 - Heat pipes arrangements and dimensions on the modules

FIGURE 2 - Schematic diagram for the test setup (a) w/o and       
(b) with heat pipes

FIGURE 3 - The temperature of heat sinks (original modules and 
arrangement a, b, and c)

FIGURE 4 - (a) original module and (b), (c) suggested solutions 

TABLE - Heat pipes arrangements and dimensions on the modules
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Use of the Monte Carlo Method 
in Packaging Thermal Calculations

Bruce Guenin 
Assoc. Technical Editor

Calculation Corner

INTRODUCTION

T
HE STATE OF the art in performing thermal cal-
culations in our industry is very advanced.  How-
ever, how applicable the results of a calculation 
are to the real-world performance of a packaging 
or an active cooling component depends on the 

quality of the data characterizing these various components.  
In the real world of manufacturing, such characterization 
parameters can never be a single value, but are always rep-
resented by a statistical distribution.

Thermal calculations performed by engineers in our 
industry most often deal with nominal values of perfor-
mance parameters that represent the design objective for a 
particular component rather than the result of a rigorous 
statistical analysis of detailed test results of its actual ther-
mal performance.  This sort of model is referred to here as 
a “deterministic model” [1].

This practice does not adequately address the risk that a 
component or system will not meet its thermal performance 
objectives.   This article discusses the use of the Monte Carlo 
Method in that regard.  It provides a surprisingly efficient 
process for adapting a deterministic model to account for 
the statistical variability of manufacturing and operational 
parameters that have a significant effect on the operating 
temperature of critical electronic devices.

THERMAL MODEL
The system to be analyzed here and the thermal model 

characterizing it have been discussed in previous install-
ments of this column [2, 3, 4].  It is depicted in Figure 1.  It 
consists of a flip-chip package with a copper lid to which a 
heat sink is attached.  The package design is representative 
of those used for high pin count, high power ICs, with dis-
sipated power levels in excess of 50W. The dominant heat 
flow path is from the active surface of the die (facing the 
substrate), up through the silicon, through the TIM1 layer 
(TIM = thermal interface material), the copper lid, the TIM2 
layer, and into the heat sink whence it transferred into a flow-
ing air stream.  The heat flow path through the substrate and 
into the PCB (printed circuit board) represents only a small 

fraction of the total dissipated heat and is neglected here.
The TIM1 and TIM2 layers account for most of the vari-

ability in the thermal resistance path between the chip and 
the air.  This is due to their much lower thermal conductiv-
ity then the other components and the variability in their 
thickness.

Reference 2 presents the design assumptions and cal-
culated thermal results for 36 different configurations, 
representing different heat sink width, base thickness, 
thermal conductivity, and effective heat transfer coefficient 
(representing the cooling effect of the heat sink fins at dif-
ferent assumed values of air velocity).  Configuration #31 is 
assumed here.  [Reference 4 deals only with Configuration 
#31.  It provides the details of this configuration in a more 
readable form than Reference 2]. For configuration # 31, the 

FIGURE 1. Diagram of high-power package attached to a heatsink. 
Components in bold color are explicitly represented in the model. Those 
in a faint color are part of the physical assembly, but are not represented 
in the model.
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calculated value of Theta,ja = 0.87 ̊ C/W.  The assumed thick-
ness and calculated thermal resistance for the two TIMs 
are as follows: TIM1: 0.1 mm, 0.296 ˚C/W; TIM2: 0.05 mm, 
0.163 ̊ C/W.  Their combined thermal resistance is 0.46 ̊ C/W 
and represents roughly 50% of the total thermal resistance. 
Variations in their thickness will have a significant effect 
on the ultimate value of ΘJA.  The relationships between the 
thermal resistance of the TIM1 and TIM2 layers and their 
thickness are provided by the following two equations:

(1) 

(2) 

where the TIM thickness values, tTIM1 and tTIM2 , are in mm 
units.  HTA is defined as the Heat Transfer Area through 
TIM2 = 17.5 mm *17.5 mm = 306 mm2 [3,4].  The die area = 
13 mm * 13 mm = 269 mm2.  The TIM1 and TIM2 materials 
are silver-filled epoxy and a metal-filled grease, respectively.  
The thermal conductivity values, kTIM1 and kTIM2 are equal to 
2 W/mK and 1W/mK, respectively.

The following expression provides the calculated value 
of ΘJA as a function of the newly calculated values of ΘTIM1 
and ΘTIM2:

(3)

Note that when ΘTIM1, NEW and ΘTIM2, NEW are equal to 
their original values, ΘJA, NEW is equal to its original value 
also, as would be expected.

The final junction temperature of the die is calculated 
using ΘJA, NEW , the dissipated power, and the ambient air 
temperature using:

(4) 

STATISTICAL ANALYSIS OF VARIATIONS IN A SINGLE PA-
RAMETER

The next step in this process is to quantify the variability 
in the thickness of the TIM1 and TIM2 layers.  This would 
normally begin with the measurement of these parameters 
on a population of randomly selected parts from the manu-
facturing line.  The results would be plotted in the form of 
a histogram and an appropriate function fitted to the data.  
In most cases, a normal (or Bell Curve) distribution is found 
to be effective in representing the variations of data of this 
sort [5].

Figure 2a displays a graph containing two normal dis-
tributions, each representing the statistical variation of the 
thickness of one the two TIMs.  The mean values and stan-
dard deviations of these curves are provided in the Table.   
The curves are produced in a spreadsheet using the function: 

NORMDIST(Thickness, Mean Value, Std. Deviation, FALSE)     (5)
In order to embed this function in a spreadsheet to gen-

erate the curves, a column of ascending thickness values 
needs be created.  A second column is populated with the 
NORMDIST function, with the Thickness argument in each 
occurrence of the function linked to the appropriate thick-
ness value in the neighboring column. 

These curves are referred to as Probability Density Func-
tions.  Note that the distribution of the TIM2 thickness data 
is more peaked than for TIM1 due to having a smaller stan-
dard deviation (0.005 mm vs 0.02 mm).  The dashed red lines 
mark the width of a single standard deviation on each graph. 

The graph in Figure 2b is displays the Cumulative Distri-
bution Functions, based on the Probability Density Func-
tions in 2a.  Generally, a Cumulative Distribution Function 
is produced by a numerical integration of its respective 
Probability Density Function from minus infinity to plus 
infinity.  It provides a convenient means for determining 
the percentage of the total sample population having thick-
ness values in an arbitrary range.  The dashed red lines in 
the figure bracket a fraction of the total sample population 
equal to a single standard deviation or 68.3% of the total.  
These Cumulative Distribution Functions were generated 
in a spreadsheet using the function:

NORMDIST(Thickness, Mean Value, Std. Deviation, TRUE)      (6)

FIGURE 2. Statistical distributions of thickness values for TIM1 and 
TIM2 per the values of mean value and standard deviation listed in the Table.  
Dotted lines bracket a single standard deviation in the graphs.
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APPLICATION OF MONTE CARLO METHOD
“Monte Carlo simulation is a type of simulation that 

relies on repeated random sampling and statistical analysis 
to compute the results. This method of simulation is very 
closely related to random experiments, experiments for 
which the specific result is not known in advance” [1].

The method requires the Inverse Cumulative Distribu-
tion Function to generate a randomly sampled population of 
thickness values consistent with the statistics in the original 
Probability Density Function.  This inverse function has the 
following form in the spreadsheet

NORMINV(Thickness, Mean Value, Std. Deviation)          (7)
In a spreadsheet, this is accomplished by linking the 

Thickness argument in the spreadsheet NORMINV func-
tion to a cell contain the random number function divided 
by an appropriate constant; such as:

RANDBETWEEN(1,9999)/10000                          (8)
Note that this function randomly generates numbers 

between and including the limits: 1 and 9999.  After the 
division by 10,000, these limits become: 0.0001 and 0.9999. 

Figures 3a and 3b are the output of such a process.  In 3a, 
only 25 random samples were generated.  The resultant his-
togram deviates significantly from the Probability Density 
Function representing the original data.  However, Figure 
3b, the histogram generated using 1000 random samples 
tracks the original distribution well.

LINKING OF RANDOM SAMPLING OF TIM1 AND TIM2 THICK-
NESS TO THERMAL MODEL

The histogram in Figure 3b can be used to generate an 
equivalent distribution of ΘTIM1 values by inputting each 
randomly sampled value of TIM1 thickness into Eqn. 1, 
and similarly for ΘTIM2. The resultant thermal resistance 
distributions are plotted in the graph in Figure 4.

Randomly selected pairs of sampled values of ΘTIM1 and 
ΘTIM2. from these distributions are input into Eqn. 3 to 
generate the associated distribution of ΘJA values, which is 
plotted on the right side of Figure 4.

CALCULATION OF JUNCTION TEMPERATURE DISTRIBUTION 
UNDER VARIOUS POWER ASSUMPTIONS

This final stage of the calculation is intended to predict 
the highest allowed power consistent with having a high 
probability that TJ will not exceed a specified value, which 
is normally chosen for reliability reasons.  In this case, the 
TJ limit is set at a typical value of 90C.

The Table displays the mean values and standard devia-
tions for three different power distributions and also for 
ambient temperature.  In order to implement the genera-
tion of different junction temperature distributions based 
on these different inputs the same procedure as before is 
implemented: 1) create the Probability Density Function us-
ing the appropriate spreadsheet function.  2) Use the random 
number function as an input to the Inverse Cumulative Dis-
tribution Function, using the same mean value and standard 

deviation, to generate a random sampling of power levels 
and ambient temperatures.  3)  Input these values of power 
levels and ambient temperatures along with the previously 
generated distribution of ΘJA values into Eqn. 4.

The histograms representing the output of Eqn. 4 in re-
sponse to the input of the random samplings of ΘJA , power, 
and ambient temperature values are shown in Figure 5a.  
Figure 5b depicts the Probability Density Function created 
by simply plotting the values of the histogram in an x-y 

FIGURE 3. Histograms generated using random sampled outputs from 
the Inverse Cumulative Distribution Function for TIM1: a) 25 samples; b) 
1000 samples.

FIGURE 4. Probability Density Function for calculations of 1) ΘTIM1 and 
ΘTIM2, based on TIM1 and TIM2 thickness distributions and Eqns. 1 and 2 
and 2) ΘJA, based on ΘTIM1 and ΘTIM2 distributions and Eqn. 3.
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plot.  The associated Cumulative Distribution Function is 
plotted in Figure 5c and was created by performing a simple 
numerical integration in the spreadsheet. The value at any 
particular value of junction temperature was generated by 
adding up all of the values in the distribution to the left of 
the location to the value at that location. This analysis shows 
the following percentage of systems that would have a TJ in 
excess of 90C: 80W, 44,2%; 70W, 13.1%; 60W, 0.6%. 

It is useful to compare these findings from applying the 
Monte Carlo Method to the thermal problem at hand com-
pared with a calculation based on the mean values of all the 
parameters involved. Plugging the mean values of the param-
eters into Eqns. 1 – 4 yields a predicted junction temperature 
of 91.6C at 80W. One might then decide that this 80W value 
need only be reduced by a few watts to get the maximum 
value of TJ within acceptable limits. However, based on the 
Monte Carlo analysis performed here, one sees that making 
that decision would lead to over 40% of the devices having 
junction temperatures exceeding the design limit.

CONCLUSIONS
This analysis is intended to demonstrate the mechanics 

of the Monte Carlo Method in determining allowable power 
levels for a relatively simple electronics cooling application.  
However, the method is well capable of scaling to a much 
higher degree of complexity to deal with situations involving 
many more design parameters than the situation explored 
here. Furthermore, the method can readily be adapted to 
deal with Probability Density Functions other than normal 
distributions. All that is necessary is that a suitable function 
or numerical method be constructed to replicate the ex-
perimentally derived distribution. This function would then 
be used to calculate the Inverse Cumulative Distribution 
Function that is needed to generate the random sampling 
of simulated outputs from the thermal model.
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FIGURE 5a. Histogram of calculated distribution of die tempera-
ture based on ΘJA distribution and normal distributions of  ambient 
temperature and power and inputting these values into Eqn. 4.

FIGURE 5b. x-y plot based on data in Fig. 5a.  

FIGURE 5c. Cumulative Distribution Function obtained by numeri-
cal integration of curves in Fig. 5b.
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INTRODUCTION

F
LIP CHIP microelectron-
ics packaging includes a 
variety of connections to 
the board: land grid array, 
ball grid array and pin grid 
array. These packages may 

have either a single chip or multiple 
chip processors. For many applications 
an integrated heat spreader (IHS) is 
attached to the package to manage 
thermal performance as shown in Fig-
ure 1 [1]. In such applications a thermal 
interface material is placed between the 
die and the IHS (TIM1) and between 
the IHS and the heat sink (TIM2) to 
ensure adequate heat transfer between 
the components.  A variety of TIMs are 
used. Typical TIM1 materials include 
indium solder, particle- filled polymer 
and elastomeric materials. Typical 
TIM2 materials include particle-filled 
greases, phase-change pads and carbon 
fiber pads [2]-[3]. Package thermo-
mechanical needs, surface treatments, 
reflow temperatures, mechanical load 
and performance targets all play a role 
in choosing an adequate TIM [2]. 
 
A single TIM that could address the 
package thermo-mechanical require-

Carbon-Based Thermal Interface Material for
High Performance Cooling 
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Abstract— The focus of this paper is on the development of a 
novel thermal interface material (TIM) called Vertical Car-
bon TIM (VCTIM).  This composite material consists of a soft 
polymer matrix and carbon flakes aligned in the direction of 
the heat flow in the semiconductor package. The VCTIM has 
high thermal conductivity (measured > 30 W/mK) and low in-
terface thermal resistance. Two different VCTIM formulations 
were investigated and their thermal performance reliability 

was evaluated with a set of semiconductor industry standard 
reliability tests, in particular- bake and highly accelerated 
stress tests. The first formulation showed significant thermal 
performance degradation following the reliability stress tests. 
The mechanism of degradation was understood by evaluating 
the thermal interfacial resistance and material micro-hard-
ness. This understanding guided the matrix improvements 
and improved VCTIM formulation development.  
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ments is desired by the industry. This TIM should 
have good thermal performance for use on high 
power processors and maintain adequate thermal 
performance through reliability conditions. To 
achieve this goal, significant efforts have been made 
to develop TIMs comprising of various forms of 
carbon based fillers [4]-[9]. One such endeavor was 
the development of vertically aligned graphitic TIM 
by Hitachi Chemical, called VCTIM, which will be 
the subject of this paper. 

MATERIAL PROPERTIES
VCTIM is a highly conductive graphitic carbon based TIM 
where the orientation of graphitic fillers is achieved through 
extrusion of graphitic fillers with a matrix material. Although 
many variants of VCTIM have been developed, this article will 
focus on two specific formulations, called VCTIM and im-
proved VCTIM, which contain acrylic rubber, polybutadiene 
rubbers, epoxy and other polymers. Through the manufactur-
ing process the highly thermally conductive graphitic filler is 
oriented in the thickness direction of the preform (Figure 2) 
allowing efficient heat transfer in the vertical direction. 

To characterize the fundamental thermal properties of the 
VCTIM, data was collected using a metrology based on the 
ASTM D5470 test method [10]. The total thermal resistance 
of the TIM can be divided into two components; bulk and 
interfacial (contact) thermal resistance. The high vertical 
direction bulk thermal conductivity (Figure 3) is the result of 
the vertical carbon fiber alignment in VCTIM. The reliability 
of VCTIM performance under the effects of high temperature 
was investigated using bake test at 125°C for 100 hours. The 
samples were baked ex-situ, suspended in an elevated ambient 
environment, and then analyzed in the tester under the loads 
of 138 kPa (20psi), 345 kPa (50psi) and 621 kPa (90psi).  Figure 
3 shows that upon bake stress, the bulk thermal conductivity 
was decreased. 

Figure 4 - Measured contact thermal resistance of VCTIM for pre and post-bake 
for various pressures.

Figure 2 - SEM cross-section of 250 µm VCTIM preform and a schematic of the carbon fillers 
alignment.

Figure 3 - Bulk thermal conductivity of VCTIM as a function of applied pressure, 
measured as per the ASTM D5470 standard [9].

Figure 1 - Architecture typically used in desktop and server applications. 
Legend: I – Heat Sink, II – TIM2, III – IHS, IV – TIM1, V – Die, VI – Underfill, 
and VII – Package Substrate [1]

The polymer matrix plays a crucial role in ensuring efficient 
heat transfer through formation of good interfacial contact 
between the graphitic fillers and the die or IHS.  The prop-
erties of the matrix material that most impact the thermal 
performance of a TIM in a package are thermal conductivity, 
hardness, elastic deformation or compressibility, adhesion, 
wetting, and stability under reliability testing.  VCTIM forms 
a weak van der Waals interaction with the IHS on contact. 
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ductivity of the material and the thermal resistance between 
the filler and the matrix polymers.  Since it is possible that 
degradation in total thermal resistance of the TIM can be due 
to a degradation of either or both interfacial and bulk thermal 
resistance, understanding of which component degradation 
occurs is important in developing a solution. To address the 
VCTIM hardening induced thermal performance degradation, 
alternative matrix polymer formulations were prepared, called 
improved VCTIM.

Improved VCTIM formulation consists of graphitic fillers 
vertically aligned in a soft polymer matrix. The effect of the 
matrix polymer change was evaluated by the micro-hardness 
measurement and the thermal contact resistance. Micro-
hardness analysis (Figure 5) indicates that improved VCTIM 
formulation exhibits minimal degradation after bake at 125°C 
for 100 hours and a 2x degradation after highly accelerated 
stress testing at 110°C, 85% relative humidity for 100 hours. 
Figure 6 shows the minimal thermal contact resistance and 
bulk thermal conductivity degradation at low pressures upon 
the samples ex-situ exposure for 100 hours to 125°C bake stress. 

Thus, the integrity of the interface is sensitive to package 
thermo-mechanical changes. During exposure to temperature 
cycling, the package undergoes dynamic warpage which causes 
the gap between the die and IHS (which the TIM occupies) to 
expand and contract in non-enabled configurations (no heat 
sink enabling load).  If the TIM does not expand and contract 
with the gap changes, this can lead to TIM-IHS delamination 
at cold temperature and re-formation of the interface at high 
temperature [3]. Any changes to the exposed surface of VCTIM 
would be reflected in the degradation of the thermal contact 
resistance (Figure 4) after exposure to thermal stress (bake at 
125°C for 100 hours). The 4x increase in the VCTIM thermal 
contact resistance at low pressures indicates a lowered ability 
to effectively transfer the heat across the interface between 
the thermal interface material and the adjacent surface. Ap-
plication of higher pressures allows for improved interfacial 
contact between VCTIM and the adjacent surfaces to occur. 

It is understood from the thermo-mechanical models and 
validation experiments [11]-[12] that a softer material has 
better thermal contact through higher contact area and cre-
ates an interface with lower thermal contact resistance. To 
evaluate the hardness of the VCTIM material, micro-hardness 
measurements were conducted on VCTIM samples using a 
Vickers diamond indenter. Figure 5 shows the hardness change 
of VCTIM formulations during bake at 125° for 100 hours and 
highly accelerated stress testing at 110°C, 85% relative humidity 
for 100 hours.  VCTIM exhibits an increase of more than 2X 
post-bake and about 10X post-HAST. 

VCTIM IMPROVEMENTS 
The thermal performance degradation of VCTIM upon expo-
sure to different reliability test conditions can be explained 
by the hydrolysis and oxidation of the acrylic rubber matrix 
[12]. The moisture and oxygen induced cross-linking of the 
matrix leads to a harder matrix, as shown in Figure 5, by the 
increase in the material micro-hardness. Thermal interfacial 
resistance is due to surface irregularities of the two mating 
surfaces causing localized regions of good and poor contact.  
Bulk thermal resistance directly depends on the thermal con-

Figure 6 (a) - Contact thermal resistance of improved VCTIM samples comparing at end-of-line and post-bake for various pressures. (b) Bulk thermal 
conductivity of improved VCTIM samples comparing at end-of-line and post-bake for various pressures.

Figure 5 - Average micro-hardness measurements comparing improved 
VCTIM to VCTIM at end-of-line (t0), post-bake and post-HAST.

a b
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Modification of polymer matrix allowed for a significantly 
reduced thermal performance degradation as compared to 
VCTIM (Figure 4).

The difference in the reliability performance between the dif-
ferent VCTIM formulations can be explained by the different 
degradation mechanisms due to the changes to the matrix 
composition [13]. Improved VCTIM formulation maintains 
the softness of the matrix to a greater extent, as compared to 
VCTIM formulation. The greater reliability of the improved 
VCTIM formulation can be observed for the bulk thermal 
conductivity, which remains constant at 25 W/mK. Thus, the 
polymer matrix change allows for the maintenance of adequate 
thermal performance through reliability conditions. 

SUMMARY
In this paper, development efforts of vertically aligned carbon-
based thermal interface materials were discussed.  Innovative 
manufacturing to vertically orient graphitic fillers in a polymer 
matrix led to a high bulk thermal conductivity material. The 
thermal performance and the stability of the same were evalu-
ated for VCTIM. It was determined that thermal performance 
degradation was due to the polymer matrix hardening upon 
exposure to reliability testing. Improvements to the VCTIM 
were achieved by the modification of the polymer matrix which 
was less susceptible to hydrolysis and oxidation induced hard-
ening, leading to improved reliability of the thermal interface 
material.  The good thermal performances through reliability 
conditions make VCTIM a promising material to meet the 
requirements of semiconductor packages.
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and minimize guesswork. (In fact, 
the value of a system model is often 
highest early on, when uncertainty is 
high.) System modeling can alleviate 
the need for trial-and-error and re-
duce prototyping or design iterations. 
Later, proposed design changes can be 
screened quickly and inexpensively. 
Once a model has been validated with 
empirical data over a range of condi-
tions, it can help establish environ-
mental specifications and manufac-
turing tolerances and highlight op-
portunities for product improvements. 
       This article is based, in part, on a 
paper by this author [5] dealing with 
the parametric design of a space-
constrained, fan and heat sink-based 
thermal solution for a high-density 
LED array configured to generate over 
60 klm from a 50.8 mm × 50.8 mm 
area. A system model was developed to 
connect the design of the thermal so-
lution to electrical and optical perfor-
mance characteristics. Figure 1 shows 
a photograph of this LED array which 
consists of 5 mm LED packages [6] 
arranged in a 9×9 array on a 5.64 mm 
pitch. At nominal ratings (700 mA and 
85°C junction temperature), the visible 
light power output, or total luminous 
flux (TLF), of these LEDs range from 
164 lm to 300 lm, depending on color 
rendering (CRI) and color tempera-
ture (CCT) choice. Departure from 
nominal performance as a function of 
current and junction temperature is 
provided by the manufacturer. Since 
different LEDs can be rated at different 
drive currents and different manufac-
turers specify nominal performance at 
different junction temperatures, it is 

ture [2]. However, thermal manage-
ment also has a significant impact on 
many other aspects of performance 
and design [3][4]. LED efficacy (lumens 
per Watt) and output spectrum (often 
expressed in terms of color coordi-
nates, correlated color temperature, 
and color rendering index) vary with 
junction temperature. Since optical 
inefficiencies in a system directly result 
in additional waste heat, optical perfor-
mance and thermal management are 
necessarily interrelated. Beyond tech-
nical performance, external thermal 
management features (such as vents 
and fins) have the potential to domi-
nate product aesthetics. With thermal 
and mechanical components expected 
to represent 20% to 40% of the produc-
tion cost of LED lamps and luminaires 
[1], it is clear that thermal manage-
ment is fundamental to the design and 
specification of LED lighting products.  
     Given that LED product develop-
ment should follow an integrated 
optical, electrical, thermal, mechani-
cal, and aesthetic design process, 
the value of a comprehensive system 
model is high. In early product de-
velopment phases, system modeling 
can help provide design direction 

INTRODUCTION

A
CCORDING TO A re-
cent U.S. DOE report [1], 
nearly half of all commer-
cial lamps and luminaires 
sold will be LED-based by 

2020. The thermal management chal-
lenge for LEDs is multidimensional. 
First, unlike traditional incandescent 
sources which operate at temperatures 
thousands of degrees Kelvin above 
ambient, LEDs are semiconductor 
devices with maximum operating 
junction temperatures comparable to 
integrated circuits, typically 125°C to 
150°C. So, despite the fact that LEDs 
generate less waste heat for equiva-
lent light output, a significantly lower 
source-to-ambient thermal resistance 
is required. Secondly, LEDs also pose 
a heat density challenge, with heat 
fluxes at the die level (typically 1 mm2 
in size) multiple orders of magnitude 
higher than energy-efficient fluores-
cent tubes which generate much of 
their waste heat throughout the tube 
volume. To make matters worse, LED 
manufacturers are trending toward 
smaller package sizes to reduce cost. 
      As with ICs, LED reliability is a 
strong function of junction tempera-
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important to take note of the nominal conditions.
     Figure 2 shows TLF predictions as a function of tempera-
ture and current for a single LED with a rated TLF of 260 lm 
at nominal conditions (85°C and 700 mA), based on device 
characteristics provided by the manufacturer and analyzed in 
detailed in [5]. It is clear from this graph that, up to the maximum 
limits of 150°C and 3 A, TLF is a significantly weaker function 
of temperature than current, though both effects are significant. 
TLF drops with higher junction temperature and is 11% higher 
at 25°C and 17% lower at 150°C than the nominal rating at 85°C. 
Conversely, TLF rises with drive current, though LEDs are 
generally less efficient at higher current (the so-called “current 
droop”). This can be seen in the graph of Fig. 2 by the widening 
of the distance between TLF contours at higher current values. 
For a fixed junction temperature, doubling the drive current 
from 700 mA to 1.4 A results in a TLF increase of only 84% for 
these LEDs. At a drive current 4 times nominal, TLF is just over 
3 times the rated value.
     Unfortunately, the forward voltage drop of LEDs also goes 
up with current. As a result, power consumption (drive current 
times forward voltage) increases further, and luminous efficacy 
(lm/W) suffers more. Figure 3 shows the temperature and cur-
rent dependence of luminous efficacy for an LED with a TLF of 
260 lm at nominal conditions (85°C and 700 mA). 

Figure 1 - 9×9 LED array.

Figure 2 - Temperature and current dependence of total luminous flux.

Figure 3 - Temperature and current dependence of luminous efficacy.
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     Based on the preceding discussion, it might appear that LED 
TLF and efficacy are functions of the two independent variables 
current and junction temperature, expressed as:

  (1) 

However, unless aggressive active cooling methods are em-
ployed to control junction temperature independently of drive 
current, junction temperature itself will have a very strong, 
and likely non-linear, current dependence. Thus, for each drive 
current and thermal solution, there is a unique operating point 
at a specific junction temperature with an associated TLF and 
efficacy. Calculation of junction temperature is, therefore, 
iterative—LED heat dissipation (input power minus radiated 
visible light power) can be calculated for a selected drive cur-
rent and guess junction temperature. With heat dissipation in 
hand, junction temperature can then be estimated and com-
pared to the previous guess. The solid black curves overlaid on 
the graphs of Figs. 2 and 3 represent the variation of junction 
temperature with drive current for the LED array character-
istics detailed below with a solder point-to-ambient resistance 
of 0.11°C/W. The intersections of these curves with the TLF 
and efficacy contours define operating points for this system. 
     The internal thermal resistance of packaged LEDs is typically 
specified between the junction and “solder point”—a thermo-
couple mounting location on the printed circuit board adjacent 
to the LED package. Solder point definitions and measurement 
practices vary with package style and manufacturer and are 
sometimes discussed in application note documentation (e.g. 
[7]). Contrary to the sensibilities of most thermal engineers, 
many LED manufacturers specify a junction-to-solder point 
resistance defined in terms of the total LED input power, rather 
than actual heat dissipation. (If this practice were extended to 
the rest of the thermal path, the thermal management solu-
tion could be significantly overdesigned.) Generally speaking, 
LEDs tend to be 20% to 40% efficient at converting electrical 
power to radiated light power. Therefore, if the junction-to-
solder point temperature rise is calculated based on heat dissi-
pation when the thermal resistance is defined in terms of input 
power, that temperature rise will be under predicted by the 
same 20% to 40%. In cases where this resistance represents one 
of the largest from junction to ambient, this is no small error.  
     As with any manufacturer-provided data, the key for the user 
is to make sure they understand how device characteristics are 
defined and under what conditions specified values are valid. 
As discussed in [4] and [8], JEDEC published a series of rigorous 
LED thermal testing standards [9][10][11][12] in 2012 to address 
inconsistencies and ambiguities in thermal characterization of 
LED components. These standards include guidelines on com-
bined thermal and optical measurements and promote defini-
tion of the package thermal resistance in terms of actual heat 
dissipation, rather than input electrical power. Unfortunately, 
some manufacturers may feel pressured to publish thermal 
resistance values based on input power for marketing reasons, 

as it is the lower value. JESD51-52 [11] states that this so-called 
“electrical only” thermal resistance may be reported, as long as 
its definition and the conditions of the measurements are clear.
      The actual heat dissipation of an LED is calculated by sub-
tracting the radiated light power from the device input power:

  (2) 

It should be clear that the radiated light power here is expressed 
in units of Watts. The conversion from lumens to Watts is not 
simple and depends on how the power spectral density (PSD) 
of the radiation compares to the sensitivity response of the hu-
man eye (as represented by the photopic luminosity function). 
However, once this relationship has been established for a given 
PSD, the conversion from Watts to lumens can be represented by 
a single value, the luminous efficacy of radiation (LER = lumens 
of light per Watt of radiation). Thus, radiated light power can be 
calculated from the device TLF by dividing by its LER.

  (3) 

With luminous efficacy defined as lumens of light output per 
Watt of device input power, 

  (4) 

device heat dissipation can be expressed as a function of input 
power, device efficacy, and LER.

  (5) 

At nominal conditions (700 mA, 85°C), the LED of Figs. 2 and 
3 will generate 260 lm consuming 2 W of input power with an 
estimated forward voltage drop of 2.8 V. Luminous efficacy 
at nominal is therefore 131 lm/W. At its maximum current 
rating of 3 A and an assumed junction temperature of 115°C, 
TLF is expected to increase to 794 lm for nearly 10 W of input 
power (79.8 lm/W). Despite the significant drop in efficacy, 
this means that the array of 81 LEDs shown in Fig. 1 would be 
expected to generate in excess of 64 klm at 3 A. These and sub-
sequent performance parameters are summarized in Table 1. 
     Based on spectroradiometer measurements of the emission 
from these 4000 K CCT, 80 CRI LEDs performed in the author’s 
laboratory, LER dependence on temperature is expected to be 
negligible (<0.5%). LER showed a clear linear dependence on 
current, with a value of 332 lm/W at 700 mA and 325 lm/W at 
3 A. Thus, at nominal conditions with 2 W of input power and 
an efficacy of 131 lm/W, 61% of the input power is converted to 
waste heat with 39% emitted as visible light. At maximum condi-
tions, the power conversion efficiency is only 25%.
     In this analysis so far, it has been assumed that the junction 
temperature is known. The junction-to-solder point thermal 
resistance for this LED package is 2.5 K/W [6] (defined in terms 
of input power). With power conversion efficiency varying from 
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25% to 50% over much of the usable temperature and current 
space for this LED, the idea of a fixed package resistance defined 
in terms of input power is absurd. Presumably, manufacturers 
provide the worst-case thermal resistance so that junction tem-
perature calculations at other conditions are at least conservative, 
if necessarily less accurate. Thus, the junction temperature of 
this LED driven at 3 A should be 25°C above the solder point, or 
PCB surface temperature.
The solder-point to ambient resistance of the forced convection 
thermal solution developed in [5] is 0.11°C/W. For the 81 LED 
array with 810 W of input power, 608 W (75%) is converted to 
heat. This yields a 67°C average solder point temperature rise and 
92°C average junction temperature rise above ambient. For a 23°C 
ambient, the average junction temperature will be 115°C. For LED 
products that are passively cooled via natural convection and 
radiation, the non-linear temperature dependence of the solder 
point-to-ambient thermal resistance should also be included. 
     In a further complication and challenge to a simple thermal 
resistance network representation, the thermal solution will 
be subjected to additional heat loads from drive and control 
electronics and optical inefficiencies—since any light that is 
reabsorbed in the product necessarily leaves the product as 
heat. Based on TLF measurements of individual rows of LEDs 
in the array of Fig. 1 and comparing the outside rows to those 
in the interior, it is estimated that approximately 3% of the light 
generated by this array is reabsorbed by the LEDs themselves 
due to the tight LED spacing. As a result, this 64 klm array emits 
closer to 62 klm, though the additional LED heat load is only 1%. 
     With these sorts of calculations forming the basis of a system 
model, an LED lighting product can be quite readily optimized 
for a variety of objectives. For example, it might be desirable to 
increase the number of LEDs and drive them at a lower current, 
maintaining a constant light output and enjoying the benefits of 
improved efficacy. The impact on power consumption, power sys-
tem design, and operating temperature could be balanced with 
increased LED cost. Depending on the anticipated sensitivities 
of the purchaser or end user, the system could be optimized for 
initial cost, power consumption, or totally cost of ownership. In 
another type of trade-off, heat sink features could be minimized 
to reduce weight and maximize the aesthetic proportion of light-

emitting surface area on a fixture, at the expense of increased 
operating temperatures, reduced efficacy and reliability.
     While the lighting industry is currently focused on century-
old form factors, paradigms, and metrics, there is increasing 
awareness that the value of lighting extends beyond the lumen 
for many applications [13]. However, regardless of how value is 
quantified, it is clear that thermal management will continue 
to be a key enabler of LED lighting systems until the next great 
lighting revolution, whenever that may be.
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separated by a lightly doped semiconduc-
tor substrate. The lightly doped semicon-
ductor between source and drain is called 
the channel. Current flows from the 
source to the drain through the channel. 
Above the channel is a layer of dielectric 
material, and overtop of that is some 
conductive material connected to the gate 
terminal. By applying a voltage to the gate 
terminal an electric field is created that 
passes through the dielectric material 
and affects the channel. The electric field 
either attracts or repels charge carriers 
(for example, electrons) from the surface 
of the channel. When many (few) charge 
carriers exist at the surface of the chan-
nel, the conductivity between drain and 
source terminal is large (small).

In digital electronics transistors are 
used as voltage controlled switches. By 
applying a high or low voltage to the 
gate, the transistor can be turned “on” or 
“off”, where the “on” state corresponds to 
a closed switch and the “off” state cor-
responds to an open switch. However, in 
practice transistors do not function as 
ideal switches, and even in the “off” state, 
some current can still flow from drain 
to source. This is called sub-threshold 
leakage current and is a main contribu-
tor to total leakage power in modern 
electronics. 

Sub-Threshold Leakage: Even when 
a transistor is off, conduction still oc-
curs between the source and drain due 
to naturally occurring charge carriers 
at the silicon surface. This current is 
known as sub-threshold leakage current 
(Ioff) and is the main source of leakage 
current in modern transistors [1]. In 
fact, sub-threshold leakage is related to 

FIELD EFFECT TRANSISTOR 
OPERATION

A transistor is a type of semiconductor 
device with at least three terminals. Ap-
plying a voltage or current to one pair of 
terminals changes the voltage or current 
through another pair of terminals. Two 
popular applications of transistors are 
voltage controlled switches and ampli-
fiers. A field effect transistor (FET) is a 
type of transistor that uses electric field to 
control the conductivity between pairs of 
terminals. For simplicity we will assume 
a FET has only three terminals: the gate, 
the drain, and the source. An illustration 
of a FET is shown in Figure 1, and the 
voltage relationships between terminals 
are enumerated. The gate terminal is used 
to control the conductivity between the 
drain and source terminal. The source 
and drain terminals are made of highly 
doped semiconductor material, and are 

A
S TECHNOLOGY SCALING 
continues to push transistors 
to smaller and smaller sizes, 
leakage power has become 
a significant portion of total 

power dissipation in ICs. In state of the 
art circuit designs, leakage can account 
for anywhere from 20-50% of the total 
power dissipation [1]. The consequence is 
that a great deal of the energy consumed 
to run these chips is wasted and does 
not contribute to useful computations. 
There are many different phenomena that 
contribute to the total leakage power of a 
transistor, but the two significant sources 
of leakage in modern technologies are the 
sub-threshold leakage (Ioff) and the gate 
leakage (Igate) [1]. In this article we will give 
a brief introduction to these two leakage 
mechanisms and describe some proposed 
methods for reducing leakage power.
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dominant source of leakage current as technology scaling 
continued. Luckily, in the last few years high-K dielectrics have 
become commercially available and integrated into the most 
recent process nodes [6]. High-K dielectrics can be made thicker 
without reducing capacitance because the electrical permittivity 
of the dielectric material is significantly higher. This has curbed 
the amount of gate tunneling leakage for now, but gate leakage is 
still a significant source of leakage current that cannot be ignored. 

METHODS FOR LEAKAGE REDUCTION
Transistor Stacking: One way to reduce leakage current in a 

circuit is transistor stacking. This means replacing a single tran-
sistor with two series transistors with their gates shorted. In this 
way logical functionality remains the same, but the voltage drop 
across the original single transistor is now shared across the two 
transistors. Since the two transistors are in series, they have the 
same current, and because VDS across each transistor is less than 
VDS across the original single transistor, leakage current has been 
reduced [7]. This technique is illustrated in Figure 5. The tradeoff 
of this stacking technique is that the stacked gate has lower drive 
strength due to additional resistance introduced by adding a 
second transistor, which leads to more delay. Transistor stacking 
could be used to decrease leakage on the non-critical paths of a 
circuit, so that the increase in delay does not change the perfor-
mance of the circuit, while still reducing sub-threshold leakage 
power.

Multi Vth Designs: Sub-threshold leakage current is an 
exponential function of threshold voltage (Vth) [3]. Modern 
manufacturing processes can often fabricate transistors with a 
range of different Vth values [1]. A lower Vth increases the drive 
strength and thus the speed of a transistor, but also causes it to 

the drain-source voltage (VDS) as Ioff α [1-exp(-VDS)] [3]. Sub-
threshold leakage is shown in Figure 2 where the blue circles 
represent charge carriers (electrons in this case). As transistors 
have become smaller and smaller due to technology scaling, the 
supply voltage (VDD) has also been reduced to prevent dynamic 
power dissipation from increasing too dramatically. To maintain 
sufficient drive strength and thus circuit speed at lower supply 
voltage, the transistor threshold voltage (Vth) must be reduced as 
well. Lowering Vth has the unintended consequence of exponen-
tially increasing sub-threshold current between source and drain 
when the transistor is off because the channel contains more 
charge carriers. Furthermore, smaller transistors suffer from 
more process variation, which causes threshold voltages to vary 
significantly across a chip [4, 5]. Since sub-threshold current is 
an exponential function of Vth, more variation in the threshold 
voltage manifests itself in higher average leakage current, even 
if the nominal Vth remains the same. Finally, there is an expo-
nential relationship between sub-threshold leakage current and 
temperature, as illustrated in Figure 3. A positive feedback exists 
between leakage power and temperature as higher temperature 
causes more leakage, and more leakage causes temperature to 
rise. Controlling chip temperature has become more and more 
important as both dynamic and leakage power density has in-
creased at smaller technology nodes.

Gate Tunneling Leakage: Technology scaling has tradition-
ally required gate dielectrics to become thinner as the gate area 
becomes smaller, in order to maintain the capacitance between 
gate and body that is necessary for the functionality of a FET. In 
the last decade we have seen gate dielectrics become so thin that 
electron tunneling occurs from the gate into the source, drain 
and body of the transistor, as illustrated in Figure 4. This gate 
tunneling leakage has become a significant and even sometimes 
dominant source of leakage power [1]. It was projected that this 
so called gate leakage would surpass sub-threshold leakage as the 

Figure 1 - Field Effect Transistor

Figure 2 - Sub-threshold Leakage Current

Figure 3 - Normalized Sub-threshold Leakage Current vs. 
Temperature [2]

Figure 4 - Gate Tunneling Leakage Current
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leak more in the off state. Similar to transistor stacking, Vth could 
be increased on the non-critical path transistors to reduce their 
leakage power while maintaining low Vth on the critical paths to 
optimize performance [8].

Increased Gate Thickness: Reduction of gate tunneling 
leakage can be achieved by increasing the thickness of the gate 
dielectric [3]. In order to maintain the capacitance between gate 
and body, if the dielectric thickness is increased, the gate area 
or the dielectric permittivity must be increased as well. High-K 
materials such as hafnium dioxide (HfO2), zirconium dioxide 
(ZrO2) and titanium dioxide (TiO2) have replaced silicon dioxide 
(SiO2) as the gate dielectric to overcome the gate leakage effect, 
and new high-K materials continue to be developed [6]. Fin-FET 
technology has recently been commercialized, where the gate 
area is increased by allowing the gate to surround the body in 
three dimensions [9]. Increased gate area and dielectric permit-
tivity can both be used to increase the drive strength (i.e. speed) 
of a transistor or to reduce the gate tunneling leakage current 
without harming circuit speed. 

Power Gating: Power gating attempts to reduce leakage power 
by putting parts of the circuit into sleep mode when they are inac-
tive. While in sleep mode, the circuit is unpowered, thus forcing 
VDS to zero in all transistors and cutting off all sub-threshold 
leakage current [10]. Power gating is illustrated in Figure 6 where 
sleep transistors are used to disconnect virtual power rails from 
the global power rail when a specific sub-circuit is put into sleep 
mode. While this method is ideal for leakage power reduction, 
the performance overhead of turning on and off large portions 
of circuits can be prohibitive [11]. Furthermore, the additional 
power gating circuits can consume too much area if power gat-
ing is done at too fine a granularity [11]. However a larger gating 
granularity makes it less likely that a given clock gate domain is 
unused and can be put to sleep, thus reducing the effectiveness 
of the method, and making powering up/down overhead more 
costly [11]. A fundamental tradeoff exists between area overhead 
and effectiveness of power gating.

Temperature Control: Sub-threshold leakage current is a very 
strong function of temperature. Between room temperature 
and 85°C leakage current can double or even triple depending 
on technology [2]. Furthermore there exists a positive feedback 
relationship between leakage current and temperature, as each 
one increases the other. For any given circuit, there exists a ther-
mal runaway temperature, such that once that temperature is 
reached the circuit will become unstable and both temperature 
and leakage power will rise until the power is cut off either due 
to circuit damage or safety mechanisms [12]. 

One way to significantly reduce the leakage power of a circuit 
is to add more aggressive and effective cooling techniques such 
that a chip can be maintained at a low temperature. One such 
aggressive cooling technology that is being actively researched 
is micro-fluidic cooling, where liquid is pumped through the 
silicon substrate to provide localized heat sinking in the silicon.

Such aggressive localized cooling schemes can drastically 

Figure 5 - Transistor Stacking

Figure 6 - Power Gating

reduce leakage in circuits with very high heat flux, such as 3D 
stacked microprocessors, and high power analog devices such as 
amplifiers [13]. Figure 7 shows the difference in leakage power in 
a 3D CPU cooled with micro-fluidic cooling and air cooling in 
as the clock frequency is increased [14]. The difference in leak-
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age power is due to the temperature in the silicon, which can get 
very hot in 3D ICs. The respective plot of peak temperature is 
shown in Figure 8. The dramatic decrease in leakage power due 
to micro-fluidic cooling can easily offset any additional power 
needed to run the fluid pumps, which is in the range of only a few 
watts [14]. However, the microchannels required for micro-fludic 
routing can significantly increase the cost of manufacturing, 
and may only be justified for high power circuits that cannot 
be sufficiently cooled with air cooling. Moreover, in 3D ICs, the 
placement of microchannels effects the placement of vertical vias, 
and a thermal-electric co-design methodology must be adapted 
to optimally manage these constraints [15].
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